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In this document, we describe more implementation de-
tails (Sec. 1), introduce a generalized vector embedding
(Sec. 2), and present additional quantitative results (Sec. 3).

1. Implementation Details

Data augmentation. At training time, we augment images
with random horizontal flip p = 0.5, rotation ([−20, 20] de-
grees), maximum fractional translation (0.1 of image width
and height), random size scaling ([0.75, 1.25]) as spatial
transformations with linear interpolation to sample images.
We used color jittering (brightness= 0.4, contrast= 0.4),
Gaussian Blur (kernel size=5, sigma=[0.1, 3.0]) as pixel
augmentations. For the MIMIC-CXR [3] experiments, we
stack the gray-scale images along the channel dimension to
make them RGB images and use the ImageNet [1] statistics
to normalize the images. There is no augmentation at test
time. We also do not add any augmentation for text.

Dataset split for transfer learning. In Sec. 4.3 we de-
scribed the linear evaluation and finetuning results on the
CheXpert [2] dataset for multi-label classification. Specifi-
cally, this dataset contains 223414 training images and 234
validation images. Since the official test images are not pub-
licly released, we follow ConVIRT [7] and split the official
training set into 218414/5000 as the new training and vali-
dation sets, and use the official validation set as the test set.
The AUC scores are calculated for each of the eight classes
and averaged as the final metric.

Text embedding selection. For the MIMIC-CXR [3] and
CheXpert retrieval [7] experiments, we use the max-pooling
result over output tokens as the representation of any given
text input. This implementation is consistent with Con-
VIRT [7], and ConVIRT authors have reported that max-
pooling achieves the overall best performance in compar-
ison with the [CLS] token and other pooling strategies.
For the Flickr30K [4] experiments, we follow the official
CLIP [5] implementation, which uses a causual attention
mask so that each token only has attention to the tokens be-

*Work was done when affiliated with AWS AI Labs.

fore it. Therefore the output at the [EOS] token is used as
the sentence embedding.

2. Generalized Vector Embedding
As described in the method part (Sec. 3), the InfoNCE

loss forces negative pairs to be anti-correlated in the em-
bedding space. Our proposed ReCo loss alleviates the op-
timization target and lets negative pairs be orthogonal or
negatively correlated, preserving more flexibility and diver-
sity in the embedding space and leading to significantly im-
proved multimodal retrieval performance on two different
datasets. However, both InfoNCE and our ReCo optimize
positive pairs to be correlated, which geometrically means
image and text embeddings are on the same line with the
same direction (i.e., cosine similarity is 1). This can post
conflicts when having semantically different sentences de-
scribe the same image, a common situation in datasets like
MIMIC-CXR [3]. Although the model does not arrive at
the condition given a reasonably large dataset in practice, a
better embedding space by design to incorporate more flex-
ibility would be favorable. Therefore we propose a gener-
alized embedding that instead of representing each sample
as a single vector, we can represent it as a 2D parallelogram
in the high-dimensional space using two vectors (called a
2-blade) so that if the parallelograms representing two sam-
ples reside on the same 2D plane, they are aligned. We
follow the definition in exterior algebra and use the wedge
product1 of two vectors to define a 2-blade u = u1 ∧ u2.
Then the inner product between two 2-blades is defined as:

⟨u,v⟩ = ⟨u1 ∧ u2, v1 ∧ v2⟩ ≜
∣∣∣∣⟨u1, v1⟩ ⟨u1, v2⟩
⟨u2, v1⟩ ⟨u2, v2⟩

∣∣∣∣ (1)

which is the determinant of the pairwise inner product ma-
trix. Then the cosine similarity between two 2-blades is

cos θ =
⟨u1 ∧ u2, v1 ∧ v2⟩√

⟨u1 ∧ u2, u1 ∧ u2⟩⟨v1 ∧ v2, v1 ∧ v2⟩
(2)

Similar to vectors, blades also have directions as u ∧ v =
−(v ∧ u) (i.e., anticommutative). Thus the maximum and

1It is also known as exterior product or outer product in some literature.



Table 1. Performance of baseline models. We report image-image and text-image retrieval results on the CheXpert 8×200 datasets [7].
InfoNCE-N , N ∈ {32, 64, 96} denotes the model training with a mini-batch size of N using InfoNCE loss. Our InfoNCE-32 is the
re-implementation of ConVIRT [7]. We use InfoNCE-64 as the baseline model for other experiments in this work as it outperforms both
ConVIRT and InfoNCE-32. The mean and standard deviation (σ) of our results are calculated from 4 runs. Please note that in Table 1 and
Figure 5 we reported the standard error (SE), which is defined as SE= σ/

√
n (n = 4 is the number of observations).

Image-Image Retrieval Text-Image Retrieval
Average

Method Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

Random 12.5 12.5 12.5 12.5 12.5 12.5 12.5
ImageNet 14.8 14.4 15.0 – – – –

Results reported in Zhang et al. [7]
Caption-Transformer 29.8 28.0 23.0 – – – –
Caption-LSTM 34.8 32.9 28.1 – – – –
Contrastive-Binary 38.8 36.6 29.7 15.5 14.5 13.7 24.8
ConVIRT 45.0 42.9 35.7 60.0 57.5 48.8 48.3

Our baseline models with different batch sizes
InfoNCE-32 41.0 (±1.4) 39.7 (±1.0) 33.6 (±1.1) 63.0 (±2.7) 57.9 (±2.1) 48.1 (±1.6) 47.2 (±1.1)
InfoNCE-64 43.3 (±0.9) 40.2 (±1.3) 35.0 (±0.4) 63.7 (±2.7) 59.2 (±2.4) 50.1 (±1.7) 48.6 (±1.1)
InfoNCE-96 42.8 (±1.3) 40.9 (±1.1) 34.9 (±0.6) 62.0 (±3.5) 58.1 (±2.2) 49.3 (±1.1) 48.0 (±0.7)

Table 2. Impact of embedding dimensions in InfoNCE models. We report image and text retrieval results on the on CheXpert retrieval and
show that the performance is stable across a range of different embedding dimensions (512 to 1536). Except for the output dimensions of
the projection MLP, all other implementation details are identical to InfoNCE-64 (embedding dimension is 512) in Table 1.

Image-Image Retrieval Text-Image Retrieval
Average

Embedding Dim. Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

256 42.8 (±2.7) 39.9 (±2.3) 34.3 (±1.4) 61.8 (±1.8) 59.5 (±2.8) 49.6 (±2.2) 48.0 (±0.9)
512 43.3 (±0.9) 40.2 (±1.3) 35.0 (±0.4) 63.7 (±2.7) 59.2 (±2.4) 50.1 (±1.7) 48.6 (±1.1)
768 43.9 (±2.0) 41.2 (±1.4) 35.5 (±0.9) 63.2 (±2.0) 59.5 (±2.6) 49.0 (±2.6) 48.7 (±1.1)
1024 43.2 (±1.3) 41.2 (±1.4) 35.3 (±0.3) 63.8 (±3.4) 58.9 (±2.2) 48.5 (±1.1) 48.5 (±1.3)
1280 43.0 (±1.6) 41.1 (±1.5) 35.0 (±0.3) 62.2 (±2.9) 59.5 (±2.4) 49.3 (±2.8) 48.4 (±1.1)
1536 44.3 (±1.6) 41.5 (±0.7) 34.9 (±0.6) 62.9 (±2.3) 59.1 (±2.9) 49.0 (±1.9) 48.6 (±1.2)
1792 41.3 (±1.1) 39.8 (±1.3) 34.9 (±1.1) 61.3 (±4.1) 59.1 (±2.9) 48.6 (±1.6) 47.5 (±0.8)
2048 43.7 (±2.1) 41.1 (±1.9) 35.0 (±1.0) 61.4 (±2.5) 57.5 (±1.5) 48.5 (±1.9) 47.8 (±0.2)

minimum of cosine are achieved when two blades reside on
the same subspace but have identical or opposite directions.
We can then extend the inner product and cosine to k-blades
for a D dimensional embedding space, with k < D:

⟨u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk⟩ = |A| (3)

where A is a D×D matrix and Aij = ⟨ui, vj⟩ is the inner
product of two vectors. Then the general cosine similarity
between two k-blades is defined as

cos θ =
|A|√
|B||C|

(4)

where Bij = ⟨ui, uj⟩, Cij = ⟨vi, vj⟩. Geometrically, the
original cosine similarity is determined by the angle be-
tween two vectors, where the only degree of freedom is

that changing the length (norm) of the vectors does not in-
fluence the cosine value. However, for 2-blades, besides
changing the norm of vectors that forms a 2-blade, rotat-
ing a parallelogram on the 2D plane also does not change
the cosine similarity as the cosine value is determined by
the angle between two planes they reside on. For the gen-
eral k-blade setting, the cosine value is determined by the
angle between two k-dimensional subspace on which they
reside, which provides even more freedom as transforma-
tions of the k-blade in the k-dimensional subspace do not
change the cosine score. Our proposed representation gen-
eralizes the vector embedding to facilitate a similarity mea-
sure that preserves more diversity. The blade representation
can be realized with minimal modification to existing ar-
chitectures. We only increase the number of output units



Table 3. Impact of λ in our proposed ReCo (Eqn. 3) with an embedding dimension of 512 (vector representation). The optimal overall
performance (averaged over image-image and text-image scores) is 51.5 with λ = 0.6, which improves the InfoNCE baseline by 2.9% in
absolute precision. Besides, for a wide range of λ ∈ [0.1, 0.8], our proposed ReCo outperforms the InfoNCE model. Please note that in
Table 1 and Figure 5 we reported the standard error (SE), which is defined as SE= σ/

√
n (n = 4 is the number of observations).

Image-Image Retrieval Text-Image Retrieval
Average

Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

InfoNCE 43.3 (±0.9) 40.2 (±1.3) 35.0 (±0.4) 63.7 (±2.7) 59.2 (±2.4) 50.1 (±1.7) 48.6 (±1.1)

Weight λ in LMA
0.1 43.8 (±1.5) 41.8 (±1.4) 36.3 (±0.9) 65.6 (±2.2) 60.2 (±1.5) 51.9 (±1.8) 50.0 (±1.1)
0.2 44.9 (±1.8) 42.7 (±1.9) 37.0 (±0.7) 66.1 (±1.3) 62.0 (±2.6) 52.1 (±1.6) 50.8 (±0.3)
0.3 44.4 (±1.9) 42.8 (±1.2) 36.9 (±1.3) 66.0 (±3.4) 62.8 (±1.9) 53.4 (±2.2) 51.1 (±0.8)
0.4 44.6 (±2.5) 42.7 (±1.0) 37.0 (±1.5) 65.5 (±3.2) 62.5 (±2.1) 51.6 (±1.9) 50.6 (±0.8)
0.5 45.9 (±0.9) 43.9 (±1.0) 37.4 (±0.8) 64.1 (±2.8) 60.7 (±0.9) 52.8 (±1.8) 50.8 (±0.8)
0.6 45.6 (±1.4) 44.1 (±1.8) 35.7 (±1.1) 67.4 (±3.8) 62.8 (±1.9) 53.1 (±0.9) 51.5 (±1.1)
0.7 45.3 (±1.4) 42.7 (±0.8) 35.3 (±0.8) 66.0 (±2.0) 61.5 (±0.6) 53.9 (±1.5) 50.8 (±0.4)
0.8 44.5 (±1.4) 42.9 (±1.4) 34.4 (±0.9) 67.0 (±5.0) 63.5 (±4.5) 52.8 (±2.0) 50.9 (±1.3)

Table 4. Impact of λ in LOC (Eqn. 6, the loss of orthogonal constraint) with an embedding dimension of 512 (vector representation).
The optimal overall performance (averaged over image-image and text-image retrieval scores) is 51.3 with λ = 0.15, which improves the
InfoNCE baseline by 2.7 in absolute precision, and is slightly lower than our ReCo loss (51.5). However, we have discussed in Sec. 4.4
that LOC decreases the performance on Flickr30K [4], while our ReCo can consistently improve the performance on both datasets.

Image-Image Retrieval Text-Image Retrieval
Average

Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

InfoNCE 43.3 (±0.9) 40.2 (±1.3) 35.0 (±0.4) 63.7 (±2.7) 59.2 (±2.4) 50.1 (±1.7) 48.6 (±1.1)

Weight λ in LMA
0.01 39.3 (±1.4) 37.3 (±1.5) 33.6 (±0.8) 46.8 (±2.0) 42.7 (±1.7) 38.7 (±1.5) 39.7 (±0.4)
0.05 43.4 (±2.8) 42.2 (±1.2) 37.3 (±1.0) 62.5 (±1.7) 59.0 (±1.9) 50.3 (±2.4) 49.1 (±0.4)
0.10 45.0 (±1.5) 43.3 (±0.4) 37.1 (±1.0) 64.9 (±1.9) 60.9 (±1.9) 52.1 (±1.4) 50.5 (±0.5)
0.15 46.1 (±0.6) 44.2 (±0.8) 38.0 (±1.4) 65.9 (±2.6) 61.8 (±2.2) 51.9 (±0.9) 51.3 (±0.9)
0.20 44.2 (±1.5) 42.9 (±1.4) 37.6 (±0.8) 65.3 (±1.6) 62.8 (±2.4) 52.1 (±2.1) 50.8 (±1.0)
0.25 44.7 (±2.4) 43.6 (±1.6) 37.1 (±1.4) 61.4 (±2.5) 58.4 (±2.6) 50.8 (±2.7) 49.3 (±0.6)
0.30 44.9 (±1.5) 43.5 (±0.8) 36.6 (±0.6) 62.6 (±3.5) 60.1 (±1.9) 51.5 (±1.2) 49.9 (±0.8)
0.50 42.9 (±1.8) 42.0 (±2.8) 35.0 (±1.6) 65.3 (±3.3) 60.4 (±3.1) 51.7 (±1.9) 49.5 (±1.2)

and split them into multiple vectors to form a blade without
changing layers before the projection layer. The new formu-
lation of the embedding representation can seamlessly work
with both InfoNCE and our proposed ReCo as both losses
are directly calculated with the cosine similarity matrices.

3. Additional Experiments
In Figure 5 of the main manuscript, we have reported

the comprehensive ablation studies of different hyper-
parameters using InfoNCE and our proposed ReCo loss. We
only report the average retrieval precision in Figure 5 due to
space limitation. The detailed results of those experiments
(i.e., image-image and text-image retrieval precisions at dif-
ferent threshold) can be found in Table 1, 2 and 3. The

results in those tables are generated with four independent
runs with different initial random seeds, and the standard
deviation (σ) is shown after the scores. Please note that in
Table 1 and Figure 5 of the main manuscript, we reported
the standard error (SE), which is defined as SE= σ/

√
n

(n = 4 is the number of observations). In Eqn. 6, we also
describe a loss LOC that is inspired by the Barlow Twin [6]
loss and force orthogonality for negative pairs. We show the
detailed results in Table 4.

In this section, we show the additional results that mainly
involve the generalized vector representation we proposed
in Sec. 2. The experiment setting is identical to Sec. 4.1.

Blade representation with InfoNCE. In Table 5 we show
the k-blade (k ∈ 1, 2, 3, 4) representations with two differ-



Table 5. Ablation study of the blade representations in Sec. 2. We tested k-blade representations with 256 and 512 embedding dimensions
using the InfoNCE loss function. Please note that the 1-blade settings are identical to the corresponding vector representations.

Image-Image Retrieval Text-Image Retrieval
Average

Configuration Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

1-blade 256 42.8 (±2.7) 39.9 (±2.3) 34.3 (±1.4) 61.8 (±1.8) 59.5 (±2.8) 49.6 (±2.2) 48.0 (±0.9)
2-blade 256 40.7 (±2.5) 41.0 (±1.5) 35.1 (±0.8) 64.3 (±2.2) 61.3 (±1.4) 50.2 (±1.7) 48.8 (±0.6)
3-blade 256 42.5 (±2.2) 40.2 (±1.5) 35.0 (±0.8) 64.3 (±4.4) 60.9 (±3.7) 50.9 (±0.7) 49.0 (±1.0)
4-blade 256 42.1 (±1.6) 40.3 (±0.5) 35.7 (±0.8) 60.6 (±1.0) 58.4 (±0.7) 48.7 (±1.8) 47.6 (±0.5)

1-blade 512 43.3 (±0.9) 40.2 (±1.3) 35.0 (±0.4) 63.7 (±2.7) 59.2 (±2.4) 50.1 (±1.7) 48.6 (±1.1)
2-blade 512 44.3 (±2.0) 41.6 (±1.2) 35.3 (±0.6) 64.8 (±3.0) 61.1 (±2.6) 49.9 (±1.0) 49.5 (±0.7)
3-blade 512 41.7 (±1.5) 41.5 (±1.1) 35.9 (±0.3) 66.1 (±5.0) 61.4 (±1.6) 51.2 (±0.6) 49.7 (±1.3)
4-blade 512 43.0 (±2.0) 41.5 (±1.6) 35.7 (±1.4) 63.5 (±2.9) 60.4 (±0.6) 49.1 (±1.7) 48.9 (±0.4)

Table 6. Impact of λ in our proposed ReCo loss (Eqn. 3) with 2-blade representations (Eqn. 1) of dimension 512. The optimal overall
performance (averaged over image-image and text-image scores) is 51.0 with λ = 0.8 and 1.6. Our ReCo with a wide range of λ
outperforms the InfoNCE baseline. However, we also notice that the performance using ReCo with the blade representation is slightly
lower then using our proposed ReCo along (Table 3).

Image-Image Retrieval Text-Image Retrieval
Average

Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

2-blade 512 44.3 (±2.0) 41.6 (±1.2) 35.3 (±0.6) 64.8 (±3.0) 61.1 (±2.6) 49.9 (±1.0) 49.5 (±0.7)

Weight λ in LMA
0.2 44.3 (±1.5) 43.2 (±0.9) 36.7 (±1.0) 63.6 (±4.0) 60.8 (±3.2) 51.2 (±1.5) 50.0 (±0.7)
0.4 46.8 (±1.0) 45.5 (±1.0) 38.0 (±1.4) 63.5 (±2.5) 59.6 (±1.0) 49.7 (±2.4) 50.5 (±0.6)
0.6 46.6 (±1.5) 44.5 (±0.9) 36.9 (±0.6) 63.1 (±2.8) 61.3 (±3.6) 52.1 (±1.3) 50.8 (±1.1)
0.8 45.8 (±1.0) 45.3 (±0.2) 36.8 (±0.2) 64.0 (±2.8) 61.7 (±2.2) 52.2 (±2.2) 51.0 (±1.1)
1.0 46.8 (±1.9) 44.4 (±0.5) 36.3 (±1.0) 63.5 (±3.2) 60.8 (±1.4) 50.3 (±1.2) 50.3 (±1.0)
1.2 46.9 (±1.5) 45.0 (±1.1) 34.9 (±1.1) 63.0 (±1.3) 60.3 (±2.9) 50.0 (±0.7) 50.0 (±0.9)
1.4 45.8 (±2.7) 44.6 (±1.4) 35.9 (±1.5) 63.8 (±1.2) 61.1 (±2.4) 49.8 (±1.9) 50.2 (±1.4)
1.6 45.7 (±1.4) 43.5 (±1.0) 35.3 (±0.9) 66.3 (±0.9) 63.3 (±2.0) 51.7 (±1.1) 51.0 (±0.8)

ent embedding dimensions (256 and 512). Please note that
when k = 1, the representation is exactly the correspond-
ing vector representation. The results show that when using
the 2-blade-512 setting, the average retrieval performance is
49.5%, which improves the corresponding vector-512 con-
figuration by 0.9% and improves the vector 1024 configu-
ration2 by 1.0%, showing that the performance gain is not
because of more output units but our proposed new rep-
resentation. We also notice that 3-blade-512 can increase
the score to 49.7%, which also outperforms the vector set-
ting with an embedding dimension of 1536 (same output
units). However, compared with the 2-blade-512 setting,
the 3-blade-512 model improves the text-image retrieval re-
sults more but decreases the image-image retrieval scores.
Therefore we suggest using the 2-blade-512 setting as it can

2Vector-1024 and 2-blade-512 settings have exactly the same model
architecture, which is a fairer comparison.

consistently improve both text-image and image-image re-
trieval performance. We will also explore the explanation
for such observations in our future work.

Blade representation with ReCo. Since both the pro-
posed blade representation and our ReCo loss can improve
the performance, we also test the combined effect of both
components. When combing ReCo with both 2-blade-512
(Table 6) and 3-blade-512 (Table 7) configurations we de-
scribed above, we notice that ReCo can improve the per-
formance by 1.5% with an a appropriate negative weight λ.
However, we also notice that the results combining blade
with ReCo are slightly lower than the results using ReCo
only (51.5%). Our focus in the follow-up research will be
to understand the interplay of the generalized vector repre-
sentation and our proposed ReCo loss.



Table 7. Impact of λ in our proposed ReCo loss (Eqn. 3) with 3-blade representations (Eqn. 1) of dimension 512. The optimal overall
performance (averaged over image-image and text-image scores) is 51.2 with λ = 1.2. Our proposed ReCo with a wide range of λ
outperforms the InfoNCE baseline. We notice that the results with 3-blade are slightly better than the 2-blade case. However, we also
notice that the performance using ReCo with the blade representation is slightly lower than using our proposed ReCo along (Table 3).

Image-Image Retrieval Text-Image Retrieval
Average

Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50

3-blade 512 41.7 (±1.5) 41.5 (±1.1) 35.9 (±0.3) 66.1 (±5.0) 61.4 (±1.6) 51.2 (±0.6) 49.7 (±1.3)

Weight λ in LMA
0.2 44.4 (±1.9) 43.1 (±0.8) 36.9 (±0.9) 63.8 (±3.4) 61.1 (±2.6) 50.8 (±2.1) 50.0 (±0.8)
0.4 48.2 (±1.3) 43.9 (±1.3) 36.3 (±0.7) 65.1 (±5.2) 61.3 (±3.6) 51.9 (±1.4) 51.1 (±1.8)
0.6 45.2 (±2.2) 44.1 (±1.7) 35.8 (±0.6) 65.5 (±2.5) 62.1 (±2.7) 50.3 (±1.6) 50.5 (±0.7)
0.8 46.3 (±2.1) 44.0 (±1.8) 35.7 (±1.3) 64.9 (±2.2) 62.5 (±1.6) 51.5 (±1.0) 50.8 (±0.8)
1.0 47.1 (±2.3) 44.5 (±1.6) 36.3 (±0.7) 64.3 (±1.0) 61.5 (±2.1) 50.7 (±1.3) 50.7 (±0.8)
1.2 50.1 (±1.4) 45.1 (±0.4) 35.8 (±0.9) 64.8 (±0.9) 61.5 (±0.9) 50.2 (±1.6) 51.2 (±0.4)
1.4 46.9 (±2.1) 44.4 (±1.0) 35.9 (±0.8) 65.1 (±2.2) 60.3 (±1.3) 49.4 (±1.7) 50.3 (±0.4)
1.6 48.0 (±1.6) 45.6 (±0.5) 36.2 (±0.5) 61.5 (±1.2) 59.6 (±1.7) 49.4 (±1.8) 50.0 (±0.5)
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