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1 Number of parameters and inference times

Model Parameter Count (M) | Inference Time (s)
Ours (ATN) 30.23 0.1404
NDIC (w/ Ballé2017 baseline) 16.32 0.0454
DSIN 10.12 0.0414
Ballé2018 10.14 0.0331
Ballé2017 3.94 0.0327

Table 1: Number of parameters and average inference times per test image associated with each considered DNN-based
image compression scheme. The inference times are obtained by running the models on a GeForce RTX 2080 GPU with
11 GB RAM. We see that although achieving better rate-distortion performances across various datasets, incorporating
additional cross-attention modules within our proposed approach increases the number of parameters as well as the aver-
age testing time.

2 CAM parameters

We briefly discuss the parameters used in CAM, which was explained in detail in Section 2.3. We opt for the parameter
choices of Cp, = 1, and W), = 8, H,, = 4 for the first CAM, W, = 16, H,, = 8 for the second CAM and W), =32, H,, = 16
for the third CAM layers. We choose D = 256 for the dimension parameter of the patch embeddings, and D, = 256 for
the dimension parameter of query, key and value vectors. We employ 8 parallel attention heads.

3 Sample pairs of correlated images

Figure 1: A sample pair of correlated images from the Cityscape dataset. Left and right images show the original image
and the side information one, respectively.
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Figure 2: A sample pair of correlated images from the KITTI Stereo dataset. Left and right images show the original
image and the side information one, respectively.

Figure 3: A sample pair of correlated images from the KITTI General dataset. Left and right images show the original
image and the side information one, respectively. Compared to the two other datasets, we can note that the correlation is
less clear, and the correlation relationship is not the same among different pairs of correlated images (see Fig. ). Hence,
it is more challenging for the model to exploit such a correlation while reconstructing the original image.

Figure 4: Another sample pair from the KITTI General dataset. This sample represents a pair of images that were captured
at a different time step from the pair in Fig. El
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