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1. Experimental details

Detailed experimental setups of SimCLR, MoCo v2 and BYOL are given below.

1. SimCLR. We use ResNet-18* and ResNet-50* for CIFAR-100 and use ResNet-18 and ResNet-50 for Tiny ImageNet. These networks are followed by the two-layer multilayer perceptron (MLP) projection head (output dimensions are 128). We set \(\tau\) to 0.5 in all experiments. For data augmentations, we adopt basic augmentations proposed by Chen et al. \[1\]: namely, inception crop, horizontal flip, color jitter, and grayscale. On CIFAR-100, models are trained for up to 300 epochs with a batch size of 128. On Tiny ImageNet, models are trained for 200 epochs with a batch size of 256. For optimization, we use stochastic gradient descent with a momentum of 0.9 and a weight decay of 1e-4 in all experiments. An initial learning rate is 0.20. For the learning rate scheduling, we use linear warmup \[2\] for early 10 epochs and decay with cosine decay schedule without a restart \[3\].

2. MoCo v2. We use ResNet-18* and ResNet-50* for CIFAR-100 and ResNet-18, ResNet-50 and ResNet-18* for Tiny ImageNet. These networks are followed by the two-layer multilayer perceptron (MLP) projection head (output dimensions are 128). We set \(\tau\) to 0.2 for CIFAR-100. Models are trained for up to 300 epochs with a batch size of 128 using stochastic gradient descent with a momentum of 0.9 in all experiments. The learning rate starts at 0.1 and is dropped by a factor of 10 at 60%, 75%, and 90% of the training progress. We conducted the training on a single Nvidia V100 GPU.

3. BYOL. We use ResNet-18*. These networks are followed by the two-layer multilayer perceptron (MLP) projection head (output dimensions are 128). The momentum for the exponential moving average (EMA) update is 0.999. We do not symmetrize the BYOL loss. For data augmentations, we adopt SimCLR’s basic augmentations. Models are trained for up to 300 epochs with a batch size of 128. For optimization, we use stochastic gradient descent with a momentum of 0.9 and a weight decay of 1e-4 in all experiments. An initial learning rate is 0.125. For the learning rate scheduling, we use cosine decay schedule. For evaluation, we train a linear classifier for 90 epochs with a batch size of 128 in all experiments. An initial learning rate for linear evaluation is chosen among \{0.5, 1.5, 2.5, 5, 15, 25, 35\} and is dropped by a factor of 10 at 60%, 75%, and 90% of the training progress. We conducted the training on four Nvidia V100 GPUs.

The setup of PDA, NDA and PNDA for SimCLR, MoCo v2 and BYOL are the same as above, respectively.
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