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We provide the following supplementary material in ad-
dition to the main manuscript:

* More information about the method selection pro-
cess, to show which existing UDA and DG methods
complied to our selection criteria as defined in main
manuscript (Sec.[T).

 Specifications of the normalized implementation for
the semantic segmentation architecture, that we use for
all DG and UDA methods (Sec.[2).

* Intensity histogram analysis for all datasets used in
our work, to support our dataset selection process by
assessing if they are homogeneous or heterogeneous

(Sec.[3).

* Per-class results of UDA and DG methods, to quantify
the performance of these methods on unseen domains
for each semantic class (Sec. [).

* Discussion regarding the potential combination of
UDA and DG methods (Sec.[3).

1. Method selection process

As reported in the main manuscript, state-of-the-art
UDA and DG methods must meet the following require-
ments to participate in our evaluation framework:

1. The implementation of the method should be publicly
available, providing training and evaluation scripts.

2. The method should not require training external net-
works not available in the published code.

3. The methods should obtain state-of-the-art results in
the standard benchmarks for their research domains.

4. Reproducing the reported results should not lead to a
performance drop of more than 5%.

Tab. [T shows the results of the selection process of UDA
and DG methods. All methods in this table obtained state-
of-the-art results at the time of conducting this research.
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Table 1. Result of our method selection process: four out of
nine state-of-the-art candidates could meet the proposed criteria.

Analyzing this table, we observe that several methods are
discarded because their code was not released to the pub-
lic, meaning that the only way to reproduce their results
is to re-implement the methods. As this is an extremely
time-consuming and error-prone process, we considered
this out of scope for this work. Furthermore, one method,
CorDA [13]], requires training an external self-supervised
depth estimation network. As this additional network was
not provided with the official code, it would have to be
re-implemented and/or retrained for each dataset, which is
again outside the scope of this work. Finally, DSP [7]] was
not considered because the obtained results from the official
code deviated more than 5% from the reported results, and
thus could not be reproduced.

It is important to consider that our study is not meant to
exhaustively benchmark all available UDA and DG meth-
ods for the task of generalization to unseen domains. The
goal is to take several methods that are representative for
the state-of-the-art in UDA and DG research and make a
high-level comparison between UDA and DG for the gener-
alization task. The selected UDA and DG methods are such
state-of-the-art methods and they employ many techniques
that are common to the vast majority of other state-of-the-
art methods. Therefore, besides meeting our more practical
selection criteria, they most importantly provide a good rep-
resentation for the state-of-the-art in their respective fields
of research.



original implementation ‘ normalized implementation

task ‘ method ‘

‘ encoder decoder Cityscapes val mloU ‘ encoder decoder Cityscapes val mloU
UDA ProDA [20] ResNet-101 [8] DeepLab v2 from [20] 74.4 ResNet-101 [8] DeepLab v2 from [20] 74.4
SAC [2] ResNet-101 [8] DeepLab v2 [3] 67.6 ResNet-101 [8] DeepLab v2 from [20] 68.4
DG WildNet [9] ResNet-101 [8] DeepLab v3+ [4] 76.9 ResNet-101 [8] DeepLab v2 from [20] 70.6
RobustNet [5] | ResNet-101 from [5] DeepLab v3+ [4] 76.4 ResNet-101 [8] DeepLab v2 from [20] 74.8

Table 2. Original implementation of selected candidates and normalized implementation. We use a normalized semantic segmentation
network for all methods to allow for a fair comparison. We compare the normalized implementation to the original versions, and run them
in the training setting of experiment 1A, where Cityscapes [6] is the labeled domain D;, and BDD-100K [17] and Mapillary Vistas [12]
are the unlabeled domains D,,;. When the implementations, we find that replacing the decoder of UDA methods from [3] to [20] leads to

a performance improvement, while downgrading the decoder of DG methods from [4] to [20]] produces a performance drop.

ResNet-101 from RobustNet [5]

‘ DeepLab v2 from ProDA [20]

+conv2, bn2, relu2, conv3, bn3, relu3onlayer0

ResNet bottleneck without dilations

+group norm. after ASPP module
+bottleneck module for affine transformation
+group norm., dropout

Table 3. Implementation details of the adapted encoder from RobustNet [S] and decoder from ProDA [20]. RobustNet adds custom
layers to ResNet-101 [8] on 1ayer0 and does not use dilations in the bottleneck units, and ProDA adds group normalization [[16] and a

custom bottleneck module to DeepLab v2 [3].

2. Normalized implementation

As explained in the main manuscript, one of the main is-
sues when trying to compare UDA and DG methods directly
using the reported numbers and original implementations,
is the fact that there exist significant differences in the net-
work architectures that these models use. To illustrate this,
we take the selected UDA and DG methods and perform an
additional experiment where we first train them with their
original implementation, and then with our proposed nor-
malized implementation. The results of this comparison
along with the description of the different architectures of
the selected UDA and DG methods are provided in Tab. 2]

From Tab.[2] we find that our two selected UDA methods
use different decoders. SAC [2]] uses DeepLab v2 [3], as is
standard practice for UDA methods [2, [7, [10, [13} [15} 211,
together with ResNet-101 [8]], whereas ProDA [20]] uses a
modified version of DeepLab v2 (see Tab. |3| for details).
This modified version causes a slight performance boost
on Cityscapes, as SAC is able to increase its performance
from 67.6 to 68.4 when replacing its standard DeepLabv?2
decoder by the modified version proposed by ProDA.

We also observe in Tab. [2] that DG methods typically
use a different semantic segmentation network architecture
than UDA methods. Specifically, they use either a stan-
dard ResNet-101 [8] or a slight modification of it [S]] (see
Tab. E]), in combination with DeepLab v3+ [4] as decoder.
This particular architecture choice impedes a fair compari-
son with UDA methods. Therefore, in our evaluation frame-
work, we opt for a normalized architecture that all UDA
and DG methods use. Concretely, we downgrade the qual-
ity of the decoder for DG methods (from DeepLab v3+ to
the modified version of DeepLab v2 that ProDA uses) and

maintain the standard ResNet-101 as encoder. As shown in
Tab. [2] this causes a considerable drop in performance for
both WildNet [9] and RobustNet [5]. We also considered
using the standard Deeplab v2 or DeepLab v3+ decoder for
all methods, as this would yield the best results, but run-
ning ProDA with the standard DeepLab with default hyper-
parameters led to experiment failure, i.e., the loss diverged
during training. For this reason, we use the modified version
of DeepLab v2 as proposed by ProDA for all methods.

Finally, we note that, even when RobustNet and Wild-
Net are allowed to use DeepLab v3+, they still underper-
form ProDA with modified DeepLab v2 in terms of gener-
alization to unseen domains. Specifically, RobustNet and
WildNet achieve an mloU avg. of 50.8 and 52.1, respec-
tively, compared to 56.1 for ProDA. In other words, even
with a less advanced semantic segmentation network, UDA
method ProDA outperforms DG methods on unseen do-
mains.

3. Histogram analysis for all datasets

In Sec. 4.2 of the main manuscript, we aimed to pick
one homogeneous and one heterogeneous dataset from a
set of six selected datasets, to use as labeled datasets D;
in our evaluation framework. As explained, the choice for
Cityscapes [6] as homogeneous and Mapillary Vistas [12]]
as heterogeneous dataset, is mainly based on the knowledge
that we have about the type of images that these datasets
contain. Specifically, we know that Cityscapes contains im-
ages that are all captured with the same camera, mounted
on the same vehicle, in urban environments in the same Eu-
ropean country, in similar circumstances. Therefore, by de-
sign, this dataset is homogeneous. In contrast, Mapillary
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Figure 1. Pixel intensity histograms for all datasets considered in our work: Cityscapes [6], BDD-100K [[17], Mapillary Vistas [12]],
WildDash [[19], IDD [[14]] and KITTI [T]]. If a dataset has a clear style, and has images captured under similar lighting conditions, we expect
to see a distinct peak at certain intensity values. Therefore, this histogram analysis can provide us with some clues about the homogeneity

or heterogeneity of a dataset.

Vistas is designed to contain images from all over the world,
captured with many different types of cameras, in a plethora
of different conditions and situations. In other words, this
dataset is designed to be heterogeneous.

To further quantify this, we chose to conduct a histogram
analysis of the pixel intensities of images in each dataset.
Concretely, we count how often each pixel intensity occurs
throughout the dataset, and for visualization purposes we
scale the histograms such that the most frequent bin receives
a value of 1. In contrast to the histograms provided in the
main manuscript, we do not take intensity values 0 and 255
into account during scaling, to make the histograms better
interpretable. In the histograms, we expect that, if a dataset
is homogeneous and contains images captured under similar
lighting conditions, there will be a distinct peak at certain
intensity values. If there is no such peak, this indicates that
the images in the dataset are captured with varying lighting
conditions, meaning that the dataset is more likely to be
heterogeneous.

In Fig.[I] we provide the pixel intensity histograms for all
six considered datasets. From this figure, it is immediately
clear that the pixel intensity distributions for WildDash [19]
and Mapillary Vistas are much more uniform than the other
datasets. This makes sense, because these datasets contain

images captured under a wide range of different conditions,
i.e., the datasets are heterogeneous. In contrast, Cityscapes
has a very distinct peak at low-to-medium intensity values,
and very rarely-occurring high intensity values. Again, this
is explainable, because this homogeneous dataset contains
images captured with the same camera, under very similar
lighting conditions. We can see similar histograms for other
homogeneous datasets, IDD [14] and KITTI [1]]. Both have
a clear peak, and have images captured under similar light-
ing conditions. Finally, the distribution for BDD-100K [17]
is clearly skewed towards low pixel intensities, although it
is supposed to be somewhat heterogeneous by design. In
this case, this is caused by the fact that it contains many
(low-brightness) nighttime images, in addition to the day-
time images. This indicates that, although these histograms
can provide interesting insights in the style that a dataset
could have, they should not be the single resource that is
used to determine if a dataset is homogeneous or heteroge-
neous. Therefore, in our work, we mainly chose the labeled
datasets D;, unlabeled datasets D,,; and unseen datasets D,,
based on the knowledge of how the datasets are collected,
and what type of images they contain.

Considering the unlabeled datasets D,,; used in the two
experimental settings, it is immediately clear that in ex-
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Table 4. Quantitative comparison on unseen domains WildDash [19],

IDD [14] and KITTI [1], averaged per class. The reported

deltas (in green and red) are with respect to each experiment’s baseline. The highest mloU per category is highlighted as follows: 1) bold,
when comparing all methods, and 2) underlined, excluding fully supervised models in the comparison (UDA and DG methods only). Best

viewed digitally.

periment 1.A, mixing BDD-100K with Mapillary Vistas
leads to a highly heterogeneous unlabeled domain, as it
consists of Mapillary Vistas, which is already heteroge-
neous by itself. In experiment 1.B, mixing BDD-100K with
Cityscapes leads to a dataset with a lower variability, as both
datastets contain images captured at very specific geograph-
ical locations. As a result, there are two distinct settings that
could provide interesting results, as presented in Sec. 5 of
our main manuscript.

Finally, the unseen domain D,,, contains one clear het-
erogeneous dataset with WildDash, complemented by two
homogeneous datasets, IDD and KITTI. Because these dif-
ferent types of datasets are used as D,,, it is very challenging
for UDA or DG methods to generalize well to all these un-
seen datasets, which is a desired property, as these datasets
should represent the wild in our evaluation framework.

4. Generalization to unseen domains: class

analysis

Tab. E] shows the per-class mloU scores of UDA, DG
and fully supervised methods on the unseen domains for ex-
periments 1.A and 1.B. Results are averaged over the three
datasets representing the unseen domains to obtain a single
value per class.

From this table, it can be noticed that overall, the fully
supervised model trained on all domains provides a strong
‘upper bound’ for both experiments 1.A and 1.B, as it out-
performs all methods over the majority of the classes. Fur-
thermore, comparing just the UDA and DG methods (best
results underlined), it can be seen that the best performing
UDA method ProDA [20]], outperforms the other UDA and
DG methods on 15 classes in experiment 1.A, and on 17
classes in experiment 1.B. These results show shows that
domain adaptation methods can improve generalization to
unseen domains for most of the classes, without overfitting
on any specific group of categories such as foreground or
background classes. Finally, it is worth noting that, in ex-

periment 1.A, ProDA even outperforms the fully supervised
model trained on all domains for a single class (person). Al-
though this happens for only one class, it is important to re-
member that ProDA achieves this by using only 7.7% of the
amount of labeled data that the fully supervised model has
access to during training, highlighting the benefit of using
abundant unlabeled data.

5. Discussion on combining UDA and DG
strategies

In Sec. 5 of the main manuscript, we found that UDA
methods consistently outperform existing DG methods on
unseen domains. This is especially true when the labeled
domain is heterogeneous (i.e., in experiment 1.B), as DG
methods even underperform the labeled-domain-only base-
line in that setting. However, DG methods do consider-
ably outperform the baseline in experiment 1.A, where the
labeled domain is homogeneous. Although they do not
outperform UDA methods, they still achieve a consider-
able performance boost. Moreover, UDA and DG methods
achieve their performance boosts with different methods,
by approaching the problem from different perspectives.
Therefore, these types of methods could be complementary
to each other, and combining UDA and DG strategies to
achieve even better results may have potential. Specifically,
the efforts of DG methods to enlarge the training domain
could be combined with the techniques that UDA meth-
ods use to leverage unlabeled data. We hope that our work
sparks ideas for follow-up research in this direction.
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