
SUPPLEMENTARY MATERIAL
for

ARUBA: An Architecture-Agnostic Balanced Loss for Aerial Object Detection

In this supplementary material, we include the following
details, which we could not include in the main paper owing
to space constraints:

• Additional qualitative results
• Illustrative example of the Gaussian amplification step

in our pipeline
• Justification for class-wise segregation
• Discussion of failure cases

Additional Qualitative Results. Figure S1 shows ad-
ditional qualitative results on the HRSC2016 dataset [4].
These results continue to support our claim that our ap-
proach is able to result in prediction of more small objects
compared to the baseline.

Figure S2 shows additional qualitative results which
shows how our method reduces false positives when com-
pared to baseline methods. The figure shows bounding box
predictions on images of the DOTA v1.5 dataset [1] us-
ing the baseline model ReDet [3] vs Ours. As observed,
the baseline method (top) wrongly predicts few small ob-
jects as planes (indicated in red boxes) whereas our method
succeeds in reducing false positives because of the effec-
tiveness of the proposed ARchitectUre-agnostic BAlanced
(ARUBA) Loss.

Illustrative Example of Gaussian Amplification (GA).
To demonstrate how Gaussian amplification adds the con-
text of size neighborhood, we consider an example. Let
B = (1, 100, 20, 10, 20, 2) be the size distribution, i.e.
frequency counts of object instances falling into differ-
ent size bins (Figure S3a). Note that B has two bins
with number of object instances 20 (b3 and b5). Let the
window size w and variance σ be 5 and 1 respectively.
Based on the properties that we defined (in the main pa-
per, Sec 3), the value of our discrete Gaussian kernel is
K = (0.14, 0.60, 1, 0.60, 0.14). When we convolve this
kernel with B, we get B′ = (64, 114, 89, 49, 30, 15) (Fig-
ure S3b). After convolution with K, the bin (20) that has
a high neighborhood of 100 gets more amplified compared
to the other (20). Also, the instances in bin 100 increase
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Figure S1: Predictions on images of HRSC2016 dataset [4]
using ReDet [3] vs Ours. Top: The baseline method fails to
detect small sized objects. Bottom: Ours is able to recog-
nize additional small objects because of our ARchitectUre-
agnostic BAlanced (ARUBA) loss. Yellow boxes indicate
objects additionally detected.

to 114. Although two size bins (b3 and b5 in Figure S3a)
have same number of object instances, they experience dif-
ferent levels of imbalance because of the difference in the
neighborhood. We leverage this observation by applying
Gaussian amplification.

Justification for Class-wise Segregation. As stated in Sec
3 of the main paper, the first step in our pipeline is the class-
wise segregation of training object instances. To explain the
need for this step, we extracted the Car and Pedestrian
classes from the VisDrone dataset [2]. We divided the ob-
jects of train and validation sets into three kinds - small,
medium and large, based on their sizes. We trained the
baseline model [3] on data from both these classes on the
small category of objects and tested its performance on the
three kinds of objects from the Car class. Table S1 sum-
marizes these results. We observed that the model’s per-
formance on medium-sized Car instances is because of the
small instances from the Car class and not the Pedestrian
class. This suggests that the effect of neighborhood should
be considered within a class rather than across classes, sup-
porting the need for this step in our pipeline.

Failure Cases. Figure S4 shows predictions of both
the baseline [3] and our model on an image from the
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Figure S2: Predictions on images from DOTA v1.5 dataset
[1] using ReDet [3] vs Ours. The results show how our
method reduces false positives (shown in red boxes in the
figure), Top: The baseline method struggles while predict-
ing small-sized objects and results in false positives. Bot-
tom: Ours is able to detect small objects accurately.
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Figure S3: Working of Gaussian Amplification(GA): a)
Size distribution before applying GA. b) Size distribution
after applying GA.

Trained on Tested on
Small Medium Large

Small 12.28 6.82 1.21

Table S1: Performance of baseline [3] on two object cate-
gories of VisDrone dataset [2]. The train and val sets are
divided into three bins - small, medium, and large.

HRSC2016 dataset. We observe that both the baseline and
our method incorrectly predict a large object as ‘Ship’ (in-
dicated in red box). Although our method improves per-
formance on small objects in numerous images (as evident
from Figure S1), there are a few cases where our model
performs the same as the baseline on large objects. Han-
dling this challenge will be an interesting direction of future
work.
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Figure S4: Failure case. Predictions on an image from
HRSC2016 [4] dataset using ReDet [3] vs Ours. This figure
shows a case where both baseline and our method results in
a false positive while predicting a large-sized object (indi-
cated with red boxes).
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