1. Experimental Details

To show the efficacy of the proposed model we leverage three standard architectures VGG-19 [5], ResNet-32 [1] and ResNet-50 [11]. We use these architecture on the small scale (CIFAR-10), medium scale (CIFAR-100 and Tiny-ImageNet) and large scale (ImageNet) dataset. We evaluated VGG-19 and ResNet-32 architecture over the CIFAR-100, CIFAR-10 and Tiny-ImageNet dataset. Similar to GraSP [6], we doubled the number of filters on each layer for the ResNet-32 architecture. We used the ResNet-50 architecture for the ImageNet dataset. In our approach, the pruning ratio is controlled by changing the hyperparameters $p$ and $g$. We use the expression for reduction in the number of parameters (given in equation (10) of the main text) as the guiding principle to create candidate values for hyperparameters $p$ and $g$. From these candidate values, we decide $p$ and $g$ by testing the model on validation data (10% of the training data). Similar to other pruning approaches [4][2][6], we empirically observed that the initial layers are more important compared to the deeper layers, hence, high pruning on the initial layers showed significant degradation of model’s performance. Moreover, the initial layers have fewer number of parameters compared to the deep layers, and pruning these layers do not help increase the overall pruning ratio.

1.1. CIFAR10 on VGG-19/ResNet-32 Architecture

Following [6], we use a modified low-resolution version of VGG-19 [5] architecture for the CIFAR dataset. It contains $3 \times 3$ convolutional filter across five blocks having $[64, 128, 256, 512, 512]$ number of filters. The deeper layers lead to most of the compression as they contain more number of the parameters compared to layers closer to the input. We define the $\alpha\%$ winning ticket as the architecture with only $\alpha\%$ parameters of the standard original architecture. On the VGG-19 architecture (CIFAR-10 dataset) for the $10\%$ winning ticket, layers with number of filters $[64, 128, 256, 512]$ have $g = [1, 2, 4, 16]$ and $p = [1, 2, 2, 2]$. In particular, we use the same set of $g$ and $p$ for layers with the same filter size, for instance in the $10\%$ winning ticket, each layer of size 128 has $g = 2$ and $p = 2$. Similarly for the $5\%$, we have $g = [1, 1, 4, 16]$, $p = [1, 2, 4, 16]$, and for $2\%$ winning ticket, $g = [1, 4, 8, 64]$ and $p = [1, 4, 8, 25]$. For the ResNet-32 architecture we have three blocks of filter with $[32, 64, 128]$ number of filter. Table 1 summarizes the hyperparameters $p$ and $g$ for three values of $\alpha$ for ResNet-32.

We trained the VGG-19 and ResNet-32 model with the SGD optimizer for the 250 epoch with initial learning rate of 0.1 and weight decay 0.0001. The learning rate is decreased by a factor 0.1 x at the epoch 100, 150, and 200. For all the experiment a batch size of 128 is used.

<table>
<thead>
<tr>
<th>Winning Ticket</th>
<th>$p$</th>
<th>$g$</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>[2, 4, 15]</td>
<td>[2, 4, 4]</td>
<td>93.3</td>
</tr>
<tr>
<td>5%</td>
<td>[2, 8, 64]</td>
<td>[2, 8, 32]</td>
<td>91.7</td>
</tr>
<tr>
<td>2%</td>
<td>[16, 32, 64]</td>
<td>[8, 32, 64]</td>
<td>88.4</td>
</tr>
</tbody>
</table>

Table 1. The value of $p$ and $g$ for the ResNet-32 architecture on the CIFAR-10 dataset.

1.2. CIFAR100 on VGG-19/ResNet-32 Architecture

The hyperparameters $p$ and $g$ used for the CIFAR-10 dataset cannot be directly used for CIFAR-100 since the last fully connected layer significantly increases the model size. Therefore for the optimal performance we tune the $p$ and $g$ value on the validation data. On the VGG-19 architecture we use $g = [1, 1, 2, 10]$ and $p = [1, 2, 2, 15]$ for the 10% winning ticket. Similarly, for the 5% and 2% winning ticket we have $g = [1, 1, 3, 30], p = [1, 2, 4, 30]$ and $g = [1, 4, 8, 64], p = [1, 4, 8, 25]$ respectively.

For the ResNet-32 architecture, we have three blocks of $[32, 64, 128]$ number of filters. The hyperparameters $p$ and $g$ are given in table 2.

We trained the VGG-19 and ResNet-32 model with the SGD optimizer for the 250 epoch with initial learning rate of 0.1 and weight decay 0.0001. The learning rate is decreased by a factor 0.1 x at the epoch 100, 150, and 200. For all the experiment a batch size of 128 is used.
Table 2. The value of \( p \) and \( g \) for the ResNet-32 architecture on the CIFAR-100 dataset.

<table>
<thead>
<tr>
<th>Winning Ticket</th>
<th>( p )</th>
<th>( g )</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>[2, 4, 16]</td>
<td>[2, 4, 4]</td>
<td>71.1</td>
</tr>
<tr>
<td>5%</td>
<td>[2, 6, 64]</td>
<td>[2, 16, 32]</td>
<td>67.3</td>
</tr>
<tr>
<td>2%</td>
<td>[16, 32, 64]</td>
<td>[16, 64, 64]</td>
<td>63.0</td>
</tr>
</tbody>
</table>

1.3. Tiny-ImageNet on ResNet-32/VGG-19 Architecture

Tiny-ImageNet is a medium scale dataset containing 200 classes of the ImageNet dataset of low resolution. Tiny-ImageNet is trained on the VGG-19 architecture for the 350 epoch with the initial learning rate of 0.1 and weight decay 0.0001. We decrease the learning rate by a factor 0.1 after epochs 150, 250, and 300. We use three pruning ratio 90\%, 95\% and 98\% for the VGG-19 architecture, however for the ResNet-32, pruning ratio 85\%, 90\% and 95\% is used to be consistent with the baselines. For the VGG-19 architecture, we use \( g = [1, 1, 2, 10], p = [1, 2, 2, 15], \) \( g = [1, 1, 3, 35], p = [1, 2, 4, 35] \) and \( g = [1, 4, 8, 64], p = [1, 4, 12, 40] \) for \( \alpha \) equals 90\%, 95\% and 98\% respectively. Similarly for the ResNet-32 architecture to prune the model 85\% we use \( g = [1, 2, 11], p = [1, 4, 10] \). Also, for the 90\% and 95\% pruning ratio \( g = [2, 4, 16], p = [2, 4, 8] \) and \( g = [2, 10, 64], p = [2, 16, 32] \) are used respectively.

1.4. ImageNet on ResNet-50 Architecture

For ImageNet, we use the ResNet-50 architecture with two different values of \( \alpha \) i.e. 40\% and 20\%. The model is trained for 150 epochs similar to GraSP with an initial learning rate of 0.1 and weight decay 0.0001. We decrease the learning rate after every 50 epoch by a factor 0.1. ResNet-50 contains 3 \( \times \) 3 convolutional filter and 1 \( \times \) 1 convolutional filter. For the \( \alpha = 40\% \) winning ticket, we use \( g = [1, 1, 4, 8], p = [1, 2, 2, 2] \) on the layer with \([64, 128, 256, 512]\) number of \( 3 \times 3 \) filters. In the ResNet-50 most of the layers contain 1 \( \times \) 1 filter. We use the \( p = [1, 1, 2, 2, 2] \) for layers containing \([64, 128, 256, 512, 1024, 2048]\) number of \( 1 \times 1 \) filters. Similarly for \( \alpha = 20\% \), we use \( g = [1, 1, 4, 6], p = [1, 2, 4, 8] \) on the \( 3 \times 3 \) filters and \( p = [1, 1, 4, 4, 8, 8] \) for the \( 1 \times 1 \) filter.

2. Sensitivity over \( p \) and \( g \) value

We discussed earlier that our model’s pruning can be controlled by the hyperparameters \( p \) and \( g \). In this section, we show that the model performance is not extremely sensitive to different values of \( p \) and \( g \). We perform a study for different hyperparameters on the ResNet-32 architecture for CIFAR-100 dataset. We use the same winning ticket (10\%) for the different candidate values of \( p \) and \( g \) and evaluate the model’s performance. The results is shown in the table.

However, if the initial layers (layers close to the input) are pruned excessively, the model performance degrades. For example, see the last row in table 2. This observation is similar to what has been observed in previous works [4, 2, 6].

We can conclude that each layer has different importance with respect to pruning; pruning more parameters from the important layers degrade the performance. Therefore, selecting the \( R_F \) (equation (10) in the main text) for each layer is important.
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