Our code is available at GitHub.

We provide the results of the additional experiments we performed on the sqMA module, and the visualization of the ablation study results below.

1. Additional Experiments on the sqMA Module

1.1. Using sqMA module in a different network

We further studied the effectiveness of the sqMA module by using it in a different network than our proposed one. More specifically, we added our proposed sqMA module to MetaOptNet [1]. The results and the improvement obtained are shown in Table 1. As can be seen, on both the ModelNet40-C and ScanObjectNN datasets, MetaOptNet with the sqMA module achieved higher accuracy in both 5-way 1-shot and 5-way 5-shot settings.

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelNet40-C</th>
<th>ScanObjectNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5w-1s</td>
<td>5w-5s</td>
</tr>
<tr>
<td>MetaOptNet</td>
<td>69.50</td>
<td>82.93</td>
</tr>
<tr>
<td>MetaOptNet+sqMA</td>
<td>70.00</td>
<td>84.24</td>
</tr>
</tbody>
</table>

Table 1. Accuracy of the MetaOptNet before and after adding the sqMA module.

1.2. The Symmetric Structure of the sqMA Module

As shown in Fig. 1 (which is also on our main paper), the structure of the sqMA module is symmetric. More specifically, we update support features ($F_s$) and query features ($F_q$) by taking each other’s features into consideration and sharing the weights of the fully-connected layers. We performed additional experiments on the ScanObjectNN dataset to study the importance of the symmetric structure of the sqMA module. In the first experiment, we used a single cross-attention module with query features as Query and support features as Key and Value. The results in Table 2 show that sqMA is better than both of these approaches, which are denoted as Exp. 1 and Exp. 2, respectively. We believe that the symmetric structure of sqMA and the weight sharing across fully-connected layers can assist the mutual learning of query and support features.

<table>
<thead>
<tr>
<th></th>
<th>Exp. 1</th>
<th>Exp. 2</th>
<th>sqMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>5w-1s</td>
<td>62.60</td>
<td>63.37</td>
<td>65.26</td>
</tr>
<tr>
<td>5w-5s</td>
<td>76.49</td>
<td>76.65</td>
<td>78.14</td>
</tr>
</tbody>
</table>

Table 2. Accuracy of three different attention modules on the ScanObjectNN dataset.

2. Visualization of Ablation Study Results

We conducted ablation study experiments to verify the effectiveness of (i) combining two data modalities, (ii) the sqMA module and (iii) the pyramid pooling operation in our main paper in Section 4.5. All the experiments are conducted on the ScanObjectNN dataset. Here, we further visualize the accuracy of different models with bar charts shown in Fig. 2. Figure 2 (a) shows that using depth images and point data together provides consistently better perfor-
Figure 2. Ablation studies. Visualization of the accuracy for different model structures on the ScanObjectNN dataset.

(a) Visualization of accuracy of using different input modalities.

(b) Visualization of accuracy of models with sqMA and without sqMA module.

(c) Visualization of accuracy of models using max pooling and pyramid pooling.
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