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In this supplementary material, we are providing addi-
tional information for the following items:

• The availability of panoramas and limited Field-Of-
View (FOV) images.

• Dataset coverage map

• More implementation details

• More details about the baseline methods discussed in
the main paper.

• Comparison of the number of trainable parameters be-
tween the proposed model and baseline methods

• The availability of our proposed dataset and code for
the public.

• More samples from our proposed dataset.

• More qualitative results predicted by our proposed
model.

1. Panorama vs Limited FOV images
As we discussed in our main paper, limited FOV im-

ages are more popular and common than panoramas. To
highlight the difference, we presented the coverage areas
of limited FOV images and panoramas from Mapillary [1]
in Fig 1. Mapillary [1] is one of the largest crowdsourcing
platforms for sharing geotagged photos. As of 2018, Mapil-
lary [1] hosted 422 million images across the world. As ob-
served from Fig 1, the coverage area of limited FOV images
(Fig. 1b) on Mapillary is substantially greater than the cov-
erage area of panoramas (Fig. 1a), especially in some devel-
oping areas such as Middle East , Africa and south America.
We refer this to the complexity of capturing panoramic im-
ages which they need special and expensive cameras. To
this end, using sequences of limited FOV images as the
query is much more practical than using panoramas as the
query in cross-view geo-localization.

2. More implementation details
Our model was trained in an end-to-end manner using

Adam [3] with weight decay of 10−6 for 50 epochs on a
single Nvidia V100 GPU. The learning rate is set initially
to 10−5 and decayed linearly to 5 × 10−7 after 30 epochs.
We set the γ in Equation 5 of main paper to 10. We set
the ground sequence length T = 7 which is suitable for our
dataset. We used the exhaustive mini-batch strategy [6] to
construct the triplet pair with batch size set to 24.

3. Baseline Methods
We employed two baseline methods for comparison,

SAFA [4] and VIGOR [8]. For SAFA [4], we adopted their
original code. 1 SAFA trained only on the center images
of each sequence. For fair comparison, SAFA has been
initialized with weights pretrained on CVUSA [7] dataset
then trained on our dataset. We used same hyperparame-
ters reported in SAFA’s original paper [4] and fine-tuned the
model for 10 epochs. For VIGOR [8], we used their code2

for training. Similar to SAFA, we trained their model from
all images in the sequences by setting the center ground-
level image to a ‘positive’ sample and the others are ‘semi-
positive’ samples as defined in their original paper. We
set the hyperparameters as reported in original VIGOR pa-
per [8] and followed their exact procedures for training.

4. Dataset Availability and Anonymity
Our proposed dataset is composed of two parts, ground-

level image sequences and satellite imagery as explained
in the main paper. Our ground-level images are public
images collected by Vermont Agency of Transportation3.
The private information of all ground-level images has

1https://github.com/shiyujiao/cross_view_
localization_SAFA

2https://github.com/Jeff-Zilence/VIGOR
3https://vtrans.vermont.gov/
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