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In this document, we provide the following supplementary
material in addition to the main manuscript:

* More extensive implementation details (Section [I).

* Additional qualitative results, showing the confusion
problem and the effect of our IBS to solve it (Sec-

tion[2)).

All code is available through https://ddegeus.
github.io/intra-batch-supervision/.

1. Implementation details

We provide more extensive implementation details for
the neural networks we use for the experiments in our
main manuscript. ~ For both Panoptic FCN [5] and
Mask2Former [1], we use and extend the official code
repositories, which are both based on PyTorch [9] and
Detectron2 [10]]. All networks use a ResNet-50 back-
bone [4]], which is initialized with weights pre-trained on
ImageNet [3]. In general, we use the original implemen-
tation details of both Panoptic FCN and Mask2Former.
Whenever we use different settings, we indicate this explic-
itly.

For both networks, we add the focal loss [[6]] for IBS to
the original losses of the network, and calculate the total
loss as

Ltotal = Lorig + AIBSLIBSv (1)

where L,,.;, are the original losses, L;pg is the focal loss
for IBS, A\;pgs is the loss weight for the IBS loss, and Lyytq;
is the resulting total loss.

1.1. Panoptic FCN

Panoptic FCN is optimized with stochastic gradient de-
scent, and uses a polynomial learning rate schedule with
initial learning rate 7y and decay 0.9. The weight decay is
10~*. We use A;ps = 1, and we empirically find that the
network is robust to relatively small variations to this value
([0.5; 5.0]). The embedding dimension is set to C' = 256,

instead of 64 as in the original work. We find that this im-
proves the performance both with and without IBS. In all
experiments, we apply random horizontal flipping to the im-
ages and ground-truth before feeding them to the network.

Cityscapes. For crop-based training on Cityscapes [2],
lro = 0.02. Following the original settings, we train for
65k steps with batches of 32 crops of 512 x 1024 pixels, af-
ter they are randomly resized with a factor between 0.5 and
2.0. For full-image training, we use lrg = 0.005. We train
for 100k steps with batches of 4 images, after randomly re-
sizing them with a factor between 0.5 and 2.0.

Mapillary Vistas. For crop-based training on Mapillary
Vistas [8]], Irg = 0.02. We train for 150k steps with batches
of 32 crops of 1024 x 1024 pixels, after the images are ran-
domly resized such that the shortest side is between 1024
and 2048 pixels. For full-image training, {ry = 0.005. We
train for 150k steps with batches of 8 images, after the im-
ages are randomly resized such that the shortest side is be-
tween 1024 and 2048 pixels.

1.2. Mask2Former

Mask2Former is optimized using AdamW [/, and uses
an initial learning rate Iy = 0.0001. The weight decay is
0.05. IBS is applied to the predictions made at each trans-
former decoder layer, except the first one. To apply IBS, we
identify and extract the per-segment embeddings belonging
to thing segments based on the ground-truth segment they
are matched to with the bipartite matching algorithm that is
also used for the other losses. We use A\;ps = 100 to bal-
ance the losses in such a way that ratio between the mag-
nitudes of L;pg and L,,.;4 is similar to the one for Panop-
tic FCN. For Mask2Former, we only do experiments with
crop-based training. In all experiments, we apply random
horizontal flipping to the images and ground-truth before
feeding them to the network.
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Cityscapes. Following the original settings, we train for
90k steps using batches of 16 crops of 512 x 1024 pixels,
which are taken from the original images after first resizing
them with a random factor between 0.5 and 2.0.

Mapillary Vistas. We train for 300k steps using batches
of 16 crops of 1024 x 1024 pixels, which are taken from
the original images after first randomly resizing them such
that the shortest side is between 1024 and 2048 pixels.
The training settings for instance segmentation are equal to
those for panoptic segmentation, except that no stuff predic-
tions are made for instance segmentation.

2. Qualitative results

We provide additional qualitative results to illustrate
both the confusion problem with crop-based training, and
the effectiveness of IBS to solve this problem.

To demonstrate the specific confusion problem, we show
several examples of individual thing predictions by Panop-
tic FCN and Mask2Former in Figures [T} 3] and [5] In the
predictions made by the networks without IBS, it is clearly
visible that the masks overlap multiple ground-truth thing
instances — which is what we call confusion — and that
this confusion mostly occurs between instances of the same
class. In these figures, we also demonstrate that IBS solves
this confusion problem to a great extent, resulting in much
more accurate thing predictions. In Figures [2] ] and [6] we
also provide the full panoptic and instance segmentation
predictions for the same images and networks. This way,
the impact of confusion on the overall result is visualized.
Note that each instance should receive a unique color and
text label in the visualized panoptic prediction, so a predic-
tion in which two or more instances share a color and text
label is a case of confusion. From these figures, it is also
clear the networks with IBS make considerably more ac-
curate panoptic predictions, especially for large thing seg-
ments. Although there are still some small imperfections
in the predicted masks, these predictions are considerably
more suitable for downstream processing, as there are fewer
grouped or missed objects.
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(a) Image with ground-truth segment  (b) Predicted segment without IBS (c) Predicted segment with IBS (ours)

Figure 1: Confusion problem for crop-based training of Panoptic FCN. Predictions for individual thing instances with
and without IBS. Top four images: Cityscapes val; bottom four: Mapillary Vistas validation. (b) The predictions by Panoptic
FCN without IBS suffer from confusion, and (c) IBS largely solves this problem, leading to more accurate predictions. Full
panoptic results for these images are shown in Figure @



(a) Ground truth (b) Without IBS (c) With IBS (ours)

Figure 2: Intra-Batch Supervision on Panoptic FCN. Top four images: Cityscapes val; bottom four: Mapillary Vistas
validation. Each segment is indicated with a unique color and text label, so confusion can be observed when multiple thing
instances share a color or text label. Individual thing predictions for these images are shown in Figure [I] Best viewed
digitally.
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(a) Image with ground-truth segment  (b) Predicted segment without IBS (c) Predicted segment with IBS (ours)

Figure 3: Confusion problem for crop-based training of Mask2Former. Predictions for individual thing instances with and
without IBS. Top four images: Cityscapes val; bottom four: Mapillary Vistas validation. (b) The predictions by Mask2Former
without IBS suffer from confusion, and (c) IBS largely solves this problem, leading to more accurate predictions. Full
panoptic results for these images are shown in Figure Ef}



(a) Ground truth (b) Without IBS (c) With IBS (ours)

Figure 4: Intra-Batch Supervision on Mask2Former. Top four images: Cityscapes val; bottom four: Mapillary Vistas
validation. Each segment is indicated with a unique color and text label, so confusion can be observed when when multiple
thing instances share a color or text label. Individual thing predictions for these images are shown in Figure[3] Best viewed
digitally.



Figure 5: Confusion problem for crop-based training of Mask2Former for instance segmentation. Predictions for
individual thing instances with and without IBS, on the Mapillary Vistas validation set. (b) The predictions by Mask2Former
without IBS suffer from confusion, and (c) IBS largely solves this problem, leading to more accurate predictions. Full
instance segmentation results for these images are shown in Figure @
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(a) Ground truth (b) Without IBS (c) With IBS (ours)

Figure 6: Intra-Batch Supervision on Mask2Former for instance segmentation. Images from the Mapillary Vistas vali-
dation set. Each instance is indicated with a unique color and text label, so confusion can be observed when when multiple

instances share a color or text label. Individual thing predictions for these images are shown in Figure[5] Best viewed digi-
tally.



