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Abstract

This study focuses on the protection of soft-biometric at-
tributes related to the demographic information of individ-
uals that can be extracted from compact representations of
face images, called embeddings. We consider a state-of-
the-art technology for soft-biometric privacy enhancement,
Incremental Variable Elimination (IVE), and propose Multi-
IVE, a new method based on IVE to secure multiple soft-
biometric attributes simultaneously. Several aspects of this
technology are investigated, proposing different approaches
to effectively identify and discard multiple soft-biometric at-
tributes contained in face embeddings. In particular, we
consider a domain transformation using Principle Compo-
nent Analysis (PCA), and apply IVE in the PCA domain.

A complete analysis of the proposed Multi-IVE algorithm
is carried out studying the embeddings generated by state-
of-the-art face feature extractors, predicting soft-biometric
attributes contained within them with multiple machine
learning classifiers, and providing a cross-database evalua-
tion. The results obtained show the possibility to simultane-
ously secure multiple soft-biometric attributes and support
the application of embedding domain transformations be-
fore addressing the enhancement of soft-biometric privacy.

1. Introduction

Biometric characteristics are biological and behavioural
characteristics of individuals from which distinguishing, re-
peatable biometric features (i.e. numbers or labels) can be
extracted for the purpose of biometric recognition [9]. The
use of biometric characteristics for the recognition of in-
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Figure 1: Face image and their embeddings contain sensi-
tive demographic information about individuals, that should
be protected. Soft-biometric privacy enhancing technolo-
gies secure such information and provide privacy-enhanced
embeddings (color image).

dividuals offers considerable advantages compared to tradi-
tional knowledge- and possession-based methods (e.g. pass-
words and tokens), as biometric data cannot be forgotten,
lost, and transferred to other individuals [1]. Therefore,
the use of biometric data is popular and well-accepted in
recognition systems, despite privacy concerns about mis-
use of biometric data [12]. One of these concerns refers to
the information that may be extracted from biometric data,
including health status, emotions, soft-biometric attributes,
and further personal conditions [5]. This information can be
obtained without individuals’ agreement and used for pur-
poses not initially intended.

This study focuses on the privacy enhancement of soft-
biometric attributes that can be found in biometric char-
acteristics. For instance, face images contain many soft-
biometric attributes, such as emotions, health status, the
color and shape of hair, eyes, the presence of glasses and
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other accessories [4]. Soft-biometric attributes that repre-
sent demographic information of individuals, e.g. sex, age,
and ethnicity, are usually found in most of the biometric
characteristics (face, iris, fingerprint, gait, voice, etc.) and
therefore have received special attention in the literature.
Many technologies have been proposed in the literature to
secure soft-biometric attributes in biometric data and pre-
vent their disclosure. A description of the general approach
followed by these technologies is provided in Figure 1.
However, soft-biometric attributes are highly entangled in
the representations of biometric data [2], and their protec-
tion negatively affects recognition performance.

In this study, we consider a state-of-the-art (SOTA) algo-
rithm for privacy enhancement of soft-biometric attributes.
It is called Incremental Variable Elimination (IVE) and was
introduced in [18]. It consists of the sequential eliminations
of biometric features from the representations of face im-
ages, called embeddings, to decrease their contained soft-
biometric information. Like other algorithms in the liter-
ature [2, 19], IVE was designed to secure a specific soft-
biometric attribute at a time. For this reason, we propose
a variation of the IVE algorithm to simultaneously secure
multiple soft-biometric attributes, in our case sex, age, and
ethnicity. If applied in-cascade, the same algorithm can se-
cure different soft-biometric attributes contained in embed-
dings. However, we prefer to secure multiple soft-biometric
attributes simultaneously for two reasons: i) biometric em-
beddings contain entangled features about multiple soft-
biometric attributes [17], and ii) cascaded applications of
the algorithm may remove too much information from em-
beddings, making them lose their biometric utility.

Furthermore, compared to the original IVE algorithm,
we perform a cross-database evaluation of the algorithm and
consider embeddings obtained with different SOTA feature
extractors for face images. Technologies like IVE require
the strong (implicit) assumption that soft-biometric infor-
mation is not equally distributed across embeddings [11].
Hence, we propose transformations of embeddings that pre-
cede the application of the IVE algorithm. With such trans-
formations, we investigate how soft-biometric information
is contained in embeddings, and aim to satisfy the previous
assumption about the distribution of soft-biometric infor-
mation. We carry out a comprehensive evaluation of Multi-
IVE, by assessing how recognition performance and estima-
tion of soft-biometric attributes change during the execution
of the algorithm for different experimental settings. To sum
up, the main contributions of this study are:

* The proposal of Multi-IVE, a substantial improvement
of the original IVE algorithm [18] that allows to secure
multiple soft-biometric attributes at the same time. To
the best of our knowledge, this is the first technol-
ogy that simultaneously secures information about sex,
age, and ethnicity contained in face embeddings.

* An analysis of the relationship between biometric
embeddings and soft-biometric attributes contained
therein, considering embedding transformations that
address two issues related to the original IVE algo-
rithm: i) the distribution of soft-biometric information,
and ii) the size of secured embeddings.

* An in-depth set of experiments in which, in addition
to the aspects already mentioned, we evaluate three
variants of the original IVE algorithm to secure mul-
tiple soft-biometric attributes, and consider multiple
machine learning (ML) classifiers to estimate the soft-
biometric attributes contained in face embeddings.

» We make the code available! to allow the reproducibil-
ity of the experiments presented in this study.

The remainder of the article is organised as follows. In
Section 2, we discuss SOTA technologies for soft-biometric
privacy enhancement and the original IVE algorithm. In
Section 3, we introduce improvements for IVE, namely the
embedding transformations and the three variants that con-
sider multiple soft-biometric attributes at the same time. In
Section 4, we detail the experimental protocol of the study
and specify the databases, SOTA feature extractors, and ML
classifiers considered in the study. In Section 5, we provide
the results of our experiments and discuss them. Finally, in
Section 6, we draw the conclusions of the study.

2. Related works
2.1. Soft-biometric privacy enhancement

To prevent the disclosure of soft-biometric attributes
from biometric embeddings, numerous technologies have
been proposed in the literature. Their main challenge is to
secure soft-biometric attributes without compromising the
utility of biometric data for recognition. Most of the tech-
nologies listed in the following allow to secure a single
soft-biometric at a time. However, it has not been shown
how these technologies can be extended and whether cas-
caded applications of them work to secure multiple soft-
biometrics. These technologies usually implement the ap-
proaches of data minimisation or data protection to obtain
the privacy enhancement of soft-biometric attributes. In
data minimisation, the information about soft-biometric at-
tributes is identified in the representations of biometric data
and discarded. Consequently, new representations of bio-
metric data are generated excluding soft-biometric infor-
mation. In data protection, the extraction of soft-biometric
attributes is prevented with suitable changes to the original
representation of biometric data. In this case, soft-biometric
attributes are not discarded, but they are considered inacces-
sible in the new representations of biometric data [12].

"https://github.com/otroshi/multi-ive
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The IVE algorithm described in Section 2.2 implements
a data minimisation approach, as specific features are iden-
tified and discarded from embeddings. Another technology
that follows a similar approach is PFRNet [2]. It is based
on an Autoencoder, composed of a two-path encoder and a
single-path decoder. The two-path encoder maps face em-
beddings into two latent vectors: i) one that encodes in-
formation about identity, and ii) the other that encodes in-
formation about the sex of individuals. This separation of
information into two latent vectors is achieved thanks to
different loss functions that disentangle features during the
training of the Autoencoder. Therefore, the latent vector
that contains soft-biometric information can be discarded.

Contrary to previous approaches implementing data min-
imisation, other technologies are based on data protection.
SensitiveNets is an example of neural networks trained with
an adversarial regulariser to learn face representations that
protect sex and ethnicity information [14]. PE-MIU is
a training-free approach for soft-biometric protection that
divides face embeddings into small blocks and randomly
changes their positions to make soft-biometric attribute es-
timation difficult [19]. GaitPrivacyON is a technology de-
veloped for mobile gait biometrics, based on training an Au-
toencoder with different loss functions accounting for gait
recognition performance, information about identity, and
soft-biometric attributes [6].

2.2. Incremental Variable Elimination (IVE)

The IVE algorithm was presented in [18] to secure a sin-
gle soft-biometric attribute contained in face embeddings,
through the sequential elimination of features from face em-
beddings. The algorithm is based on the training of a deci-
sion tree ensemble to predict a soft-biometric attribute, from
which an importance measure for each feature of the em-
bedding can be derived. This measure is used to identify
(and eliminate) the features that provide the most signifi-
cant information about the soft-biometric attribute.

A decision tree is composed of internal and terminal
nodes, used to classify embeddings according to some la-
bels. Each internal node represents a binary test that in-
volves a feature of the embedding whereas each terminal
node represents the class predicted for the embedding. The
importance measure of each feature is derived with a for-
mula that takes into account:

1. the number of embeddings reaching the nodes that rep-
resent binary tests involving the feature of interest,

2. the consequent decrease of node impurity, which in
turn depends on the proportion of embeddings belong-
ing to each class that traverse the nodes of interest.

At each iteration of the IVE algorithm, a decision tree en-
semble is trained to predict a single soft-biometric attribute,

e.g. sex or age, from face embeddings. The importance
measure derived from the decision tree ensemble indicates
which features to eliminate from embeddings to secure sex
or age information. Hence, the IVE algorithm establishes
the feature elimination order to secure a soft-biometric at-
tribute in face embeddings. The IVE algorithm works in a
scenario of function creep attackers with explicit knowledge
of the system privacy mechanisms [12].

3. Proposed method: Multi-IVE
3.1. Transformations of embeddings

The study of the relationship between soft-biometric at-
tributes and biometric embeddings advances the develop-
ment of soft-biometric privacy enhancing technologies. In
[17], a massive attribute classifier was trained to predict
113 (mostly soft-biometrics) attributes contained in deeply-
learned face representations, i.e. deep embeddings gener-
ated by SOTA feature extractors. The study reveals use-
ful information: i) the multi-task learning approach used
to train the classifier is beneficial, as many attributes share
similar features, ii) some attributes (e.g. sex and age) are
strongly correlated with others (e.g. beard and accessories),
and iii) entangled patterns encoded in the embeddings make
some attributes easy to predict. As a result, we expect that
soft-biometric information related to sex, age, and ethnicity,
is spread among numerous features of embeddings.

With the goal of simplifying the distribution of such in-
formation, and possibly gathering soft-biometric attributes
in a few features, we propose two transformations of the
original embeddings that change their domain: i) Indepen-
dent Component Analysis (ICA), and ii) Principal Compo-
nent Analysis (PCA). ICA finds a linear representation of
non-Gaussian data made of statistically independent com-
ponents. Such a representation can capture the struc-
ture of data in many applications, including feature ex-
traction and signal separation [8]. Instead, PCA is a lin-
ear transformation method that projects data into a space
whose orthogonal components retain the maximal variance
of data [20]. ICA and PCA provide embeddings in new
domains, containing the individual and principal compo-
nents of the original data, respectively. Given a generic
face embedding = we can generate X;ca = ICA(z) and
Xpca = PCA(QZ‘), such that Xjca = [icl,iCQ, . ’icmc/\}
and Xpca = [pc1,pC2, - -+, Denpes ) With ic; and pe; repre-
senting the i*"* components of the new embeddings Xica
and Xpca, Vi € [1, nICA] and [1, nPCA].

Instead of features, Multi-IVE will identify and elimi-
nate components in the transformed domains. Furthermore,
the application of ICA and PCA transformations prevents
the decrease of embedding size. In fact, embeddings in
the transformed domain can be reverted to the original do-
main (and size). Once reverted, embeddings appear again
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in the original domain and lack the information contained
in the eliminated components. For instance, by eliminat-
ing the principal component pcy from Xpcs we obtain the
embedding X}, = [pc1,0, ..., PCnye, | and can revert it to
the original domain with the inverse transformation PCA™! s
that generates 2’ = PCA™" (X}, ), with || = |2/|.

3.2. IVE for multiple soft-biometric attributes

As discussed in Section 2.2, the IVE algorithm requires
a decision tree ensemble to quantify the importance of each
feature in predicting soft-biometric attributes. In this study,
we use random forest, as it is a consolidated ensemble learn-
ing method and no significant differences with other meth-
ods were observed during early experiments. To simultane-
ously secure multiple soft-biometric attributes, in our case
sex, age, and ethnicity, we calculate importance measures
for each soft-biometric attribute and combine them accord-
ing to three variants described in the following. While the
first soft-biometric attribute, i.e. sex, is binary, we define
multiple age intervals and ethnic groups to make the other
soft-biometric attributes categorical. We introduce some
notations to describe the proposed variants. ¢m;, is the im-
portance measure relative to each soft-biometric attribute
sb € {s,a, e}, with s = sex, a = age, and e = ethnicity.
Z1,&a,... 2T, = elim(im) are the n features selected ac-
cording to the importance measure im to be eliminated.

e Variant A: At each iteration, we consider one after
the other the soft-biometric attributes of interest. For
each of them, we calculate the importance measure
imgp and eliminate the most important features ac-
cording to elim(ims,). Hence, at the end of each it-
eration we have eliminated the features provided by
elim(img) + elim(img) + elim(im,).

e Variant B: We combine the classes ¢y, of each soft-
biometric attribute sb in all possible ways to obtain
classes in the format {cs, c,, c. }. We re-label our data
according to the just obtained classes. Then, we apply
the original IVE algorithm and eliminate the features
provided by elim(imgsxaxe)-

e Variant C: We simultaneously calculate importance
measures for each soft-biometric attribute, training
multiple decision tree ensembles. Then, we sum im-
portance measures, and eliminate the features provided
by elim(imgs + img, + im.).

We set the number of features eliminated at each iteration
n = 3 (n = 1 for each sb in variant A) and the maximum
number of iterations to 170. In this way, we fairly compare
the three variants of the IVE algorithm, as variant A over-
all eliminates three features, and at most we eliminate 510
features, from face embeddings consisting of 512 features.

4. Experimental settings
4.1. Databases

We use different databases for training and evaluating
our Multi-IVE algorithm. For training, we consider the
Color FERET database [15], containing 2,722 frontal face
images from 994 different individuals with information
about sex, age, and ethnicity. We define three age inter-
vals, i.e. 0-29, 30-49, 50+, and four ethnicity groups, i.e.
asian, black, white, and others, according to the labels of
the database. We observe that around 63% of images be-
long to male, 47% to individuals between 30 and 49 years,
and 62% to white individuals.

For the evaluation, we consider two databases: i) Dive-
Face, and ii) UTKFace. DiveFace has been proposed in [14]
to equally represent six classes obtained from the combi-
nation of sex with three ethnic groups (asian, black, and
white). It contains images from the Megaface dataset [10].
In our study, we select a subset of 6,000 individuals equally
representing the six classes to evaluate recognition perfor-
mance, and estimate sex and ethnicity during the evolution
of the Multi-IVE algorithm. UTKFace is a large-scale face
database with a long age span, from 0 to 116 years [22].
We select a subset of 6,000 individuals equally representing
the three age intervals defined for training, and estimate age
during the evolution of the Multi-IVE algorithm.

4.2. Feature extractors

Deep templates are SOTA representations of face im-
ages, obtained from Deep Neural Networks (DNNs) with
multiple levels of feature extraction. The development of
feature extractors for face images has been favored by the
design of increasingly effective loss functions, able to gen-
erate highly discriminative features [21]. In this study, we
consider ArcFace, a feature extractor based on margin loss,
a SOTA loss function for deep templates (embeddings in the
following) [7]. To provide a benchmark with other SOTA
feature extractors, we consider two novel feature extractors:
i) MagFace [13] and ii) ElasticFace [3]. All these feature
extractors require images with the size of 112 x 112 pixels
to extract embeddings made of 512 features.

4.3. Soft-biometric classifiers

We use different ML classifiers to estimate the soft-
biometric attributes of interest, i.e. sex, age, and ethnic-
ity, during the evolution of the Multi-IVE algorithm. We
consider Multilayer Perceptron (MLP) with a single hidden
layer and three additional ML classifiers to provide more
reliable estimates. From the evaluation of the original IVE
algorithm [18], we select two classifiers that provide high
estimates of soft-biometric attributes: i) Support Vector Ma-
chine (SVM) with linear kernel and ii) logistic regression
(LogReg). While MLP can classify non-linearly separable
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data, SVM and LogReg are linear classifiers. Finally, we
consider the Extra Tree classifier (ET) to also take into ac-
count an ensemble method.

4.4. Training

We apply L2-normalisation and standardisation to our
embeddings. Eventually, we also apply ICA or PCA do-
main transformations and generate first embeddings with
512 components, i.e. the same size as the original embed-
dings. Then, for each iteration of the Multi-IVE algorithm,
we generate a mask representing the features (or compo-
nents) to eliminate from embeddings, store it for future
cross-database evaluation, and apply it to the training em-
beddings. Specific masks are generated for each domain
transformation (ICA or PCA), IVE variant, and feature ex-
tractor considered (ArcFace, MagFace, and ElasticFace).

4.5. Evaluation

We evaluate face recognition performance and estimate
soft-biometric attributes from increasingly secured embed-
dings with the masks generated at each iteration of Multi-
IVE. In case of ICA or PCA transformations, we eliminate
features in the transformed domain and revert embeddings
to the original domain at the end of each iteration. Evalu-
ation is performed every five iterations of Multi-IVE, and
repeated ten times with different seeds. In Section 5, we
provide the mean and standard deviation values obtained in
the ten executions. The main goal is to measure the trend of
recognition performance vs. soft-biometric attribute classi-
fication. In addition, in the following section we provide
some detailed numbers resulting from the evaluation.

Recognition performance is evaluated for the task of ver-
ification, with a set of 6,000 individuals provided with at
least three images each. Mated comparison scores are ob-
tained from all possible pairs of images of the same indi-
viduals whereas non-mated comparison scores are obtained
by pairing an image of each individual with ten images of
different random individuals. Similarity scores are com-
puted with Euclidean distance, and Equal Error Rate (ERR)
is the metric reporting the recognition performance in a sin-
gle number.

The estimation of soft-biometric attributes is performed
with a set of 6,000 individuals, selected to equally repre-
sent each soft-biometric attribute of interest. We select one
image for each individual, and split images into train and
test sets (with proportions of 70% - 30% and soft-biometric
stratification). At each iteration the information contained
in embeddings (and their size, if the Multi-IVE algorithm
is applied in the original domain) will change due to fea-
ture elimination. Hence, to estimate each soft-biometric at-
tribute at a given iteration, we have to retrain ML classifiers
and evaluate their accuracy. Additionally, every 25 itera-
tions of Multi-IVE we perform a grid search for important

hyper-parameters of ML classifiers, and fine-tune them un-
til the next grid search. These hyper-parameters are: the
hidden layer size for MLP, the regularisation parameter for
SVM and LogReg, and the number of estimators for ET.

We design four experiments to compare different as-
pects of Multi-IVE. We present the experiments and the
achieved performance in Section 5, in terms of EER for
biometric recognition and accuracy for soft-biometric es-
timation. Even if we estimate in each experiment the three
soft-biometric attributes, i.e. sex, age, and ethnicity, we re-
port the accuracy obtained for each of them only in the first
experiment. To focus on the most important findings, from
the second experiment we only report the average accuracy
obtained for the three soft-biometrics.

5. Results
5.1. Embedding transformations

In the first experiment, we evaluate Multi-IVE (variant
A) for different domain transformations applied to embed-
dings. Hence, we consider a single feature extractor, i.e.
ArcFace, and a single soft-biometric classifier, i.e. MLP. In
addition, we compare Multi-IVE to a baseline algorithm,
in which the feature elimination order is random. The per-
formances obtained in the different executions of the algo-
rithms are shown in Figure 2 and described in the following.

Firstly, we compare the Multi-IVE and baseline algo-
rithms in the original domain to assess the advantages pro-
vided by the former. For the entire executions of the two
algorithms, we observe the same performance in both the
tasks of verification and estimation of soft-biometric at-
tributes. This suggests that the feature elimination order es-
tablished by IVE is no more effective than a random order to
secure the soft-biometric information contained in ArcFace
embeddings. Moreover, the performance obtained here is
comparable to the one provided by the original IVE algo-
rithm in [18]. In both evaluations, recognition performance
considerably gets worse when about 400 features are elim-
inated (with EER relative increase of ca. 15% between the
elimination of 300 and 400 features, and ca. 200% between
the elimination of 400 and 500 features), while sex and age
accuracies slightly decrease to values of 85% and 60%. Fur-
ther feature eliminations are required to reduce these accu-
racies, resulting in further decreases in embedding size and
recognition performance. Finally, we observe that until the
elimination of 400 features ethnicity is almost as easy to
predict as sex, despite it is a categorical attribute.

With the goal of making the Multi-IVE algorithm con-
venient and avoiding reductions in embedding size, we in-
troduce the ICA and PCA domain transformations. With
these transformations, we can eliminate components in the
transformed domains and verify if soft-biometric informa-
tion can be secured in the most effective way. ICA and PCA
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Figure 2: Performance rates obtained for different domain transformations (i.e. original, ICA, and PCA) with the Multi-IVE
algorithm (variant A) and a baseline algorithm with random feature elimination order. We report performance in terms of
EER for the verification task and accuracy for soft-biometric estimation, & represents the number of first principal components

locked in PCA domain (color image).

domain transformations have been used in [16] to reduce
embedding size, providing embeddings of 128 features able
to maintain the recognition performance of original embed-
dings. However, we generate embeddings in ICA and PCA
domains that maintain the same size of the original embed-
dings to easily compare the different executions of the al-
gorithm. The performance provided by embeddings in the
ICA domain is similar to the previous ones, especially for
sex and age estimation, with not significant variations ob-
served for EER in the verification task and accuracy in eth-
nicity estimation.

Differently, the introduction of PCA considerably
changes the performance of the algorithm. The situation
observed in previous executions when 400 features (or in-
dependent components) had been eliminated now appears
after the elimination of 300 principal components. Indeed,
we get accuracies of 82% for sex, 61% for age, and 72%
for ethnicity, and EER increases of 32% between the elimi-
nation of 200 and 300 principal components, and 140% be-
tween the elimination of 300 and 400 principal components.
We also compare the Multi-IVE and baseline algorithms in
the PCA domain. This time the two algorithms provide dif-
ferent performances. The baseline algorithm in the PCA
domain provides a recognition performance equivalent to
those obtained in the original domain and shows lower ac-
curacy in estimating soft-biometric attributes. At the cost of
higher EER, the Multi-IVE algorithm in the PCA domain
further reduces the accuracy of soft-biometric estimates.
Therefore, Multi-IVE can effectively identify the principal
components that contain information about soft-biometric
attributes in the PCA domain. However, the combination of
PCA domain transformation and Multi-IVE leads to rapid
increases of EER in the verification task. To face this prob-

lem, we propose to lock the first principal components of
PCA embeddings, preventing their elimination during the
execution of Multi-IVE. We introduce a parameter k& to rep-
resent the number of first principal components locked and
evaluate its impact on performance. At the end of the al-
gorithm, we observe a small increase in the average accu-
racy of soft-biometric estimates (from 42.8% to 48.7% with
k = 5), but a more significant decrease of EER from 34.5%
to 13.6% with k = 5.

5.2. Feature extractors

As previously discussed, we must consider two impor-
tant aspects: i) the IVE algorithm requires the strong as-
sumption that soft-biometric information is not equally dis-
tributed across embeddings [11], and ii) soft-biometric at-
tributes share similar features and correlate with other at-
tributes of the embeddings generated by deep feature ex-
tractors. Hence, the assumption about the distribution of
soft-biometric information is difficult to assess and enforce.
In Section 5.1 we observed that the IVE algorithm does
not provide any advantage when applied to ArcFace embed-
dings in the original domain. In this experiment, we eval-
uate the Multi-IVE algorithm (variant A) with embeddings
generated by two other SOTA feature extractors for face im-
ages, i.e. MagFace [13] and ElasticFace [3]. For each fea-
ture extractor we execute: i) the baseline algorithm in the
original domain, ii) the Multi-IVE algorithm in the original
domain, and iii) the Multi-IVE algorithm in the PCA do-
main. We report results in Figure 3, accuracy refers to the
average estimate of the three soft-biometric attributes ob-
tained with the MLP classifier.

MagFace embeddings provide very similar results to Ar-
cFace embeddings, in both original and PCA domains. In-
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Figure 3: Performance rates obtained for SOTA feature ex-
tractors in original and PCA domains. We report perfor-
mance in terms of EER for the verification task and accu-
racy for soft-biometric estimation (color image).

terestingly, the accuracy of soft-biometric estimates ob-
tained with Multi-IVE in the original domain is higher than
the one obtained with the baseline algorithm, confirming
the problems of the IVE algorithm. ElasticFace embed-
dings provide similar behaviour: no significant difference
between the Multi-IVE and baseline algorithms in the orig-
inal domain, and accuracy decrease with contextual EER in-
crease in the PCA domain. However, it is easier to estimate
soft-biometric attributes from ElasticFace embeddings than
from other embeddings. According to [17], the lower accu-
racy in ArcFace may be explained by the margin-principle
used during training that distorts the feature space, making
pattern learning harder. ElasticFace introduces an elastic
margin loss that relaxes the fixed penalty margin of Arc-
Face and allows flexible space learning [3].

5.3. Variants of IVE

We introduced in Section 3.2 three variants of the Multi-
IVE algorithm to combine importance measures of different
soft-biometric attributes. In this experiment, we evaluate
the three variants with ArcFace embeddings transformed in
the PCA domain. We consider the following two settings:
i) no principal component locking, and ii) locking of the
first five principal components (k = 5). We report results in
Figure 4, accuracy refers to the average estimate of the three
soft-biometric attributes obtained with the MLP classifier.

Variants A and C of Multi-IVE present the same be-
haviour until the very last iterations, where the effect of
k = 5 is visible but not the use of different variants. With
variant B we observe a faster decrease of accuracy when
200 principal components are eliminated, and a faster in-
crease of EER when 300 principal components are elimi-
nated. Moreover, variant B without principal component
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Figure 4: Performance rates obtained for variants of the
Multi-IVE algorithm in PCA domain. We report perfor-
mance in terms of EER for the verification task and accu-
racy for soft-biometric estimation (color image).

locking provides an unexpected behaviour after the elim-
ination of 400 principal components. For consecutive it-
erations, despite the usual elimination of principal compo-
nents, we observe an increase in accuracy and a decrease in
EER. This may be due to the fact that the principal com-
ponents that significantly distinguish the embeddings have
already been removed, leaving embeddings with not impor-
tant or noisy components. This is not the case of £ = 5
because the first five principal components retain discrimi-
native information in the embeddings. However, all the ex-
ecutions of variant B converge to the same values provided
by the respective executions of variants A and C.

5.4. Soft-biometric classifiers

Finally, we compare the estimates of soft-biometric at-
tributes obtained with different ML classifiers from Arc-
Face embeddings. As in the previous experiment, we con-
sider the three variants of the Multi-IVE algorithm and two
settings for the executions of the algorithm in the PCA do-
main: i) no principal component locking, and ii) k = 5. We
report results in Figure 5, accuracy refers to the average esti-
mate of the three soft-biometric attributes. At least until 300
principal components have been eliminated, we obtain the
highest estimates of soft-biometric attributes with the MLP
classifier. After that, the linear classifiers SVM and LogReg
provide better accuracies. Across all the executions, the ET
classifier provides the worst estimates.

This experiment highlights the advantage of consider-
ing multiple ML classifiers to estimate soft-biometric at-
tributes. In Section 5.1 we provided estimates obtained with
the MLP classifier for embeddings secured with the variant
A of our Multi-IVE algorithm. Here we observe that such
estimates are quite accurate, with the maximum negative
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Figure 5: Performance rates obtained for different ML classifiers of soft-biometric attributes in PCA domain. Average
estimates of sex, age, and ethnicity are provided. MLP = Multilayer Perceptron, ET = Extra Trees, LogReg = Logistic

Regression, SVM = Support Vector Machine (color image).

difference in accuracy between MLP and any other classi-
fier of 3.1% with no principal component locking (Figure
5a) and 3.6% with & = 5 (Figure 5d). Also the estimates
provided in Section 5.3 for variant C appear quite accurate,
with the maximum negative difference in accuracy of 4.1%
both in the cases of no principal component locking (Figure
5¢) and k = 5 (Figure 5f).

However, for variant B we observe higher negative dif-
ferences in accuracy between MLP and other classifiers of
7% with no principal component locking (Figure 5b) and
6.4% with k = 5 (Figure 5e). The estimates provided by
SVM and LogReg classifiers for variant B are consistent
with those provided by the same classifiers for variants A
and C, even if lower than MLP estimates until the elim-
ination of 300 principal components. SVM and LogReg
classifiers also avoid the accuracy increase that affects MLP
and ET classifiers during the last iterations of the variant B
with no principal components locking (Figure 5b). In con-
clusion, the use of multiple classifiers overall improves the
reliability of soft-biometric estimates.

6. Conclusions

In this study, we adapted the IVE algorithm proposed in
[18] to the scenario of simultaneous elimination of multiple
soft-biometric attributes from face embeddings generated
by deep feature extractors. We investigated many aspects of
the proposed Multi-IVE algorithm and analysed how soft-
biometric information is contained in face embeddings. Do-
main transformations of embeddings have been proposed
when the IVE algorithm struggles to properly secure soft-

biometric information, as in the case of embeddings gen-
erated by SOTA feature extractors. In the PCA domain, it
is easier to identify the principal components of face em-
beddings that facilitate the estimation of soft-biometric at-
tributes. However, this study confirms the trade-off between
soft-biometric privacy and recognition performance. It can
be addressed with specific settings that limit information re-
moval, e.g. locking of principal components.

According to the application requirements, we can exe-
cute Multi-IVE with the most suitable configuration among
those presented in this study, and stop it after a certain num-
ber of iterations. It can be the case when we have strong
constraints on recognition performance, or want to maintain
the non-demographic information of embeddings as much
as possible. Future works may define precise configurations
of Multi-IVE to target specific applications, and further in-
vestigate embedding domain transformation, to effectively
identify soft-biometric information in embeddings.
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