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1. Backbone Architecture
We use a modified ResNet-50 network [3, 1] with a total

of 53 convolution layers as the backbone for our experi-
ments. In this modified ResNet architecture, Rectified Lin-
ear Unit (ReLU) activation functions [5] from the original
ResNet implementation [3] is replaced with the Parametric
Rectified Linear Unit (PReLU) activation function [2] at all
places in the network. In addition, the modified residual
block has an additional batch normalization layer at the be-
ginning. Apart from these two modifications, the rest of the
layers and the overall network architecture are the same as
that of the ResNet-50 network from [3]. The network con-
sists of four stages, with 3 residual blocks in the first stage,
4 in the second, 14 in the third, and 3 in the fourth, and each
stage begins with a downsampling block similar to [3]. So,
among the 53 convolutional layers in the network, four con-
volutional layers with a stride of 2 and kernel size of 1 are
used to downsample the feature maps in four stages. Fig. 1
depicts the modified residual block and the downsampling
block. Our modified ResNet backbone consists of 43.6 mil-
lion parameters. The output of the backbone network is a
512-dimensional vector that serves as the embedding vector
of an input face.

2. Training Data Settings
We use the BUPT-BalancedFace dataset [8] to prepare

15 distinct training datasets by choosing combinations of
all faces from one race at a time, two races at a time, three
races at a time, and all four races at a time. In each setting,
we use all the faces available in the BUPT-BalancedFace
dataset from those particular races present in the setting.
For example, for the African+Asian setting, we use all the
324,374 faces (7,000 identities) from the African subset
and all the 325,155 faces (7,000 identities) from the Asian
subset of the BUPT-BalancedFace dataset, totaling 649,529
faces (14,000 identities) for training. Tab. 1 details the
racial split of the BUPT-BalancedFace dataset.
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Figure 1: The modified Residual blocks used in the back-
bone. Left: The modified residual block. Right: The
modified downsampling block. Here, K is the kernel size
(K × K) of the 2D convolution layers, and S is the stride
size.

Race Faces Identities

African 324,374 7000
Asian 325,155 7000
Caucasian 326,482 7000
Indian 274,855 7000

Table 1: Number of faces and identities in each racial cohort
of the BUPT-BalancedFace dataset.

3. False Match and Face Non-match Rates
A false match arises when two faces belonging to dif-

ferent people (a negative pair or a non-mated pair) are pre-



dicted as a match by a face recognition algorithm. It can
also be referred to as false positive or false acceptance. A
false non-match occurs when two faces belonging to the
same person (a positive pair or a mated pair) are predicted
as a mismatch. It can also be referred to as false negative
or false rejection. The false match rate (FMR) is the ratio
between the number of false matches and the total number
of negative pairs available. False match rate is also called
false positive rate or false acceptance rate. The false non-
match rate (FNMR) is the ratio between the number of false
non-matches and the total number of positive pairs avail-
able. False non-match rate is also called false negative rate
or false rejection rate.

The false match rate (FMR) is expressed as,

FMR =
False Positives

False Positives + True Negatives

The false non-match rate (FNMR) is expressed as,

FNMR =
False Negatives

False Negatives + True Positives

4. Hardware and Software
We use a node with four Nvidia RTX 2080Ti GPUs with

approximately 12 GB VRAM in each for training the face
recognition models. We use the distributed data parallel
(DDP) training from PyTorch to train the models [6].

We use PyTorch [7] as our deep learning training frame-
work with native automatic mixed-precision mode. We
use Distributed Data-Parallel (DDP) paradigm [4] to dis-
tribute our training over the four available GPUs. We use
the model parallel training [4] to split the last classification
layer across the four GPUs for faster training.
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