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Abstract

Drawing upon the many works in estimating the 3D hu-
man body shape and motion in images and video, some have
recently proposed using 3D human models for gait recogni-
tion to overcome viewpoint variation. However, the problem
is the fit quality, particularly in the motion aspects. While
the overall 3D shape aspects look good, the limb configura-
tions over the video only capture walking in some cases. To
addpress this problem, we build on the recent trend of fitting
a 3D deformable body model — the SMPL model — to gait
videos using deep neural networks to obtain disentangled
shape and pose representations for each frame. This work is
the first to use adversarial training for gait recognition, and
it helps us to enforce motion consistency in the network out-
put. To this end, a subset of walking activity instances from
the AMASS mocap dataset serves as the natural motion dis-
tribution. We benchmark our solution to the state-of-the-art
on the well-known USF HumanID and CASIA-B datasets
in terms of variations concerning viewpoint, clothing, car-
rying condition, walking surface, and time. We are either
the best or close to the best-reported performance on these
datasets. We demonstrate the quality of the 3D fitted models
for gait recognition on the newly constructed IARPA BRIAR
dataset of IRB consented 375 subjects with videos taken at
100m, 200m, 400m, and 500m. We are among the first to
report gait recognition estimates at long range.

1. Introduction

Gait or walking style is a biometric trait involving many
aspects of the human body, including the skeleton and mus-
culature. In this work, we consider the problem of match-
ing two videos and verifying if they are from the same per-
son based on gait as captured in the video, taken from long
ranges. Unlike most biometrics, such as fingerprint and iris,
gait can be used in long-range recognition, making it valu-
able for many applications, such as securing sensitive loca-
tions, remotely identifying poachers of endangered species,

and locating lost mentally impaired individuals or children.
However, scientific studies have yet to benchmark the abil-
ity to perform gait matching at long ranges, where atmo-
spheric effects can result in poor-quality videos.

Gait recognition based on 2D silhouettes is the most
prevalent in the literature. These methods work well in con-
trolled conditions (e.g., indoor environments) but drop in
performance when silhouettes cannot be reliably extracted,
for instance, in outdoor environments, from moving cam-
eras, or at long range with atmospheric turbulence. We
build upon recent works [17, 1] that fit a deformable 3D
body model. To be precise, we fit the Skinned Multi-Person
Linear (SMPL) model [24] to a video sequence and use the
model parameters for gait recognition. The Video Inference
for Human Body Pose and Shape Estimation (VIBE) ap-
proach [15] is an approach that can fit the SMPL model to
a video. The VIBE-fitted SMPL model delivers good body
shape, but not pose; the motion coherence over a gait se-
quence is not guaranteed.

We modify the VIBE’s training procedure [15] to utilize
an adversarial learning approach to enforce motion consis-
tency in the network output and train it end-to-end for bio-
metric discrimination. However, instead of using a gen-
eral motion discriminator, as was done in VIBE, we pro-
pose using a gait-specific one. Its task is to predict whether
a body pose sequence was created by the 3D fitting net-
work or comes from an accurate gait distribution. This dis-
tribution consists of a subset of walking activity instances
from the Archive of Motion Capture As Surface Shapes
(AMASS) [25] motion capture (mocap) dataset.

This work contributes to the literature with the fol-
lowing: (i) We present the first gait-specific, adversari-
ally regularized, 3D model fitting approach that preserves
discriminability among humans based on body shape and
poses. (ii) We are among the first to report long-range
gait recognition estimates on the newly constructed JARPA
Biometric Recognition and Identification at Altitude and
Range (BRIAR) dataset of 375 IRB-consented subjects with
videos taken at 100m, 200m, 400m, and 500m.
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Figure 1. Overview of GaitVIBE and novel training losses for (i) adversarial training for gait motion and (ii) a soft-loss to preserve identity.

2. Related works

Nixon et al. [26] give an in-depth review of pre-deep
learning gait recognition. We focus on deep learning era.

Appearance-based approaches extract a discrimina-
tive representation directly from sequences of body silhou-
ette images in good-quality videos, static backgrounds, and
well-segmented human shapes. Hossaine and Chetty [13]
showed one of the first appearance-based works with deep
learning using a Restricted Boltzmann Machine (RBM) but
with limitations due to the lack of spatial bias in RBMs.
Shiraga et al. [32] proposed one of the first works in gait
recognition using Convolutional Neural Networks (CNNs),
whose kernel-based structure inherently preserves local
spatial relationships. This method used the very old Gait
Energy Image (GEI) representation, concomitantly pro-
posed by Liu and Sarkar [22] and Han and Bhanu [11]. The
representation compresses the gait sequence into a single
frame and loses all temporal information. Instead of rely-
ing on a handcrafted input, Wu et al. [40] fed randomly
picked raw silhouettes directly to a CNN and combined
the obtained feature vectors to produce a gait representa-
tion. Wolf et al. [38] presented a 3D convolutional approach
shortly after that. They also took the silhouettes directly
as input and relied on 3D kernels that can exploit spatio-
temporal information. Song et al. [33] showed the first end-
to-end CNN-based gait recognition pipeline with GaitNet,
which extracts silhouettes and discriminative features from
RGB imagery with a single network. Chao et al. [3] intro-
duced the set-based approach, performing recognition on
sets of frames rather than a sequence. Fan et al. [9] showed
that we could improve performance by using horizontal seg-
ments of the silhouette. Although these works achieve high
accuracy in controlled datasets, their performance consider-
ably drops with unconstrained scenarios.

Model-based approaches first fit a human body model
(skeleton or mesh) to the input image frames and then de-
rive features for recognition from the obtained model pa-

rameters. Due to the difficulties in extracting accurate 3D
information from imagery, model-based approaches have
been limited to state-of-the-art human body pose and shape
models and networks that estimate their parameters from
images. First, there was progress in accurate pose estima-
tion. Cao et al. [2] enabled Liao et al. [18] to create the first
model-based network, which used both a CNN and a Long
Short-Term Memory (LSTM) network to create features for
gait recognition. Teepe et al. [36] further improved skeleton
pose-based gait recognition through the use of the Graph
Convolutional Network (GCN) and an enhanced pose es-
timation with HRNet [34]. The release of the SMPL by
Looper et al. [24] provided a realistic model for both human
shape and pose. Li et al. [17] published an end-to-end gait
recognition system using SMPL features as input. Zheng et
al. [42] introduced a fusion of appearance and model-based
approaches, extracting appearance-based features from sil-
houettes and normalizing them for pose and view utilizing
SMPL parameters. Bansal et al. [1] integrated SMPL fea-
tures with the Vision Transformer (ViT) [8] to fuse appear-
ance and model information for recognition.

Our proposed approach is an end-to-end model as in Li ef
al. [17]. The major difference is our use of gait-specific
adversarial training to enhance motion realism with fully
disentangled pose and shape representations, that are bio-
metrically discriminative. We do not rely on body skeletons
that blend these two pieces of information. There are other
differences, such as their use of the older Human Mesh Re-
covery (HMR) [14] model versus our use of the newer VIBE
model [15]. And finally, we use a Transformer network [37]
to fuse temporal pose information for recognition.

3. Solution Architecture

Our gait recognition architecture, a gait-specific VIBE
(GaitVIBE), is depicted in Figure 1. The recognition pro-
cess can be divided into three stages: (1) person tracking,
(2) 3D body reconstruction, and (3) gait description for
matching. We provide details about each of these stages.
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3.1. Person tracking

We need to locate the person in each frame to use a
video for gait recognition. We start by detecting people
in each video frame using the Faster Region-based CNN
(Faster R-CNN) detector [28] available in the Detectron2
library [39]. The outcome of this method is a list of bound-
ing boxes, each enclosing one person in the input frame.
Given the controlled nature of the video datasets used in
this work (at most one person per video), we keep only the
largest detection per frame. Although we chose a state-of-
the-art detection approach, different factors impacted its re-
sults for this task: noisy bounding boxes, false detections,
missed detections, and multiple people in some frames of
some videos. To address those issues, we create three dif-
ferent time series of center coordinates and size values from
all selected detections in a video. Next, we fit third-degree
polynomials to a 150-frame sliding window over these time
series with a step size of 50 frames to smooth out the tracks.
Moreover, we take the average of the smoothed values for
frames that appear in multiple windows. Finally, we crop
the minimum enclosing square around the person’s bound-
ing box for the entire track and resize the resulting images
to 224 x 224 pixels to form the normalized video.

3.2. 3D body reconstruction

We use the VIBE architecture [15] unchanged to regress
parameters from the SMPL model [24] and thus obtain a 3D
body representation for each frame of a normalized video.

The SMPL model is a 3D body prior that encodes shape
and pose in a disentangled manner. The shape is repre-
sented by a 10-dimensional array 3 containing the weights
of the ten most significant principal components obtained
from thousands of full-body 3D scans. These weights are
used to deform a canonical body mesh into any person’s
physique. The pose is represented by a 72-dimensional
array 6, which contains three rotation angles for 23 body
joints plus a global orientation. The SMPL model receives
a pair (,0) and produces a mesh with 6890 vertices and
13776 faces. It is worth saying that shape and pose are fully
disentangled, so one does not affect the other.

VIBE is a general 3D body fitting approach that retrieves
a pair (f3;,0;) for the i-th video frame. It is composed
of a ResNet-50 backbone [12] that extracts relevant visual
features from each frame, a 2-layer Gated Recurrent Unit
(GRU) [6] that takes care of temporal consistency, and an
iterative Multilayer Perceptron (MLP) [29] that regresses BZ
and 6; from the temporally adjusted features. During train-
ing, VIBE relies on body shape and pose supervision (e.g.,
body joint re-projection error, SMPL regression error) and
on adversarial motion learning. The latter confronts real ex-
amples from a dataset of mocap sequences (AMASS [25])
with the pose sequences created by VIBE to learn how to
reproduce realistic motion for general activities.

We average the estimated shape parameter over the entire
sequence to provide a single B Figure 3 renders some of
the obtained SMPL fittings from normalized videos using
the proposed approach.

3.3. Gait description for matching

The shape B along with the sequence 01 ...0xn of pose
parameters for a video of N frames serve as input to the gait
recognition head, which maps them into a 512-dimensional
embedding that allows us to discriminate between individ-
uvals. Its architecture is shown in Figure 2.
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Figure 2. Gait recognition head in our GaitVIBE model.

The B parameter is projected from 10 to 512 dimensions
using a 2-layer MLP with 2048 hidden units. Each layer of
the MLP consists of a linear layer followed by ReLU activa-
tion and batch normalization. We see this network branch
as a decoder that extracts the most discerning body mea-
surements from the SMPL body representation to form a
shape embedding. Motion is processed in parallel, starting
by converting joint orientation angles in 0; to 3 x 3 rotation
matrices (R — R207). This is done to avoid abrupt value
transitions that occur when using Euler angles (e.g., the an-
gles 0° and 359° are spatially close but numerically distant)
and impact the network performance. The set of rotation
matrices for each pose is then projected into 512 dimen-
sions using a linear layer. Following the standard state-of-
the-art practice, we add a 512-dimensional trainable token
to the beginning of the pose sequence to gather informa-
tion from the entire video. We feed the updated sequence to
a 6-block Transformer encoder [37], each block with eight
attention heads and 2048 hidden units, and take the output
512-dimensional embedding corresponding to the added to-
ken as the motion embedding. To produce the final em-
bedding, we concatenate the disentangled shape and motion
embeddings and pass them through another 2-layer MLP
with 2048 hidden units to produce a single 512-dimensional
gait embedding. The output of the last layer goes through
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an L2 normalization so that those embeddings are unit vec-
tors. For matching, we compare any two gait embeddings
using the cosine similarity.

4. Training details

Our model is trained end-to-end using the following
combination of loss functions:

L= Eid + Asoftﬁsoft + >\ad11£adv (1)

with Agor+ and Agq4, being scaling factors to balance the
three loss terms (A, 7+ Was empirically set to 0.06, and Agqy
to 0.5). Details about each of these loss functions are given
in the following sections.

4.1. Soft reconstruction loss

A soft supervision is applied to the VIBE backbone by
using shape and pose estimates from the original VIBE
model as a pseudo ground truth:

N
Caope =18 = Bllz + Myose 3116, Gill: )
=1

with (3,0 ... y) being the network output, (5’6, ... 6%
the pseudo ground truth, and Aps. a scaling factor to bal-
ance the importance of shape and pose (Apose Was em-
pirically set to 1000). This loss ensures that the model
retains valid SMPL representations of shape and pose,
as the gait datasets used in our experiments (USF Hu-
manlID Gait Dataset (USF HumanlID), CASIA Gait Dataset
B (CASIA-B), and BRIAR) do not have any kind of anno-
tation other than the person identity.

Li et al. [17] also used pseudo ground truth for training
but limited to pose estimates computed with HMR [14].

4.2. Identity loss

To create discrimination representations for gait videos,
we apply the Triplet Semi-Hard Loss [31] to the final gait
embeddings:

Lig= > max(|a® —a?[}— 2" — 2" |3+, 0) 3)

a,p,neT

where x%, xP, and =" form a triplet of embeddings (z* and
P belong to the same subject, and 2™ belongs to a differ-
ent subject), o is the margin term (« was empirically set to
1.0), and T' is the set with all semi-hard triplets in a training
batch [31].

4.3. Gait-specific adversarial learning

VIBE [15] uses an adversarial loss to produce realistic
motion sequences for general activities. However, in this
work, we are only interested in walking activities for gait

recognition purposes. Thus, we carried out gait-specific
adversarial learning by restricting our real motion distribu-
tion to a subset of 811 walking instances from the 11000+
mocap sequences in the AMASS dataset [25]. With that, we
use the following loss term to enforce gait-specific motion
patterns in the output of our network:

Log =E; (Db, ...0n) — 1)2} (4)

1 »--éNNpG
with pg being the distribution of pose sequences created by
our network and D being a motion discriminator with the
same architecture used in VIBE (a 2-layer GRU followed by
a 2-layer MLP-based self-attention mechanism and a linear
layer for classification). The discriminator itself is trained
using the following loss term:

Laise =Eo,..on~pr [(D(01...08) —1)*] +
R ~ (5)
[D(el...eN) }

61...0n~pc

with pr being the distribution of real pose sequences.

Li et al. [16] also used adversarial learning to enhance
their reconstruction results. However, as in VIBE, they
use the entire AMASS dataset as the source of real mo-
tion examples, which results in a discriminator that is not
gait-specific. They also use a shape discriminator, which is
not needed in our case thanks to the soft reconstruction loss
(Section 4.1). Besides, as the SMPL shape parameters are
actually weights of a PCA model, if necessary, we could
regularize their values in more practical ways (e.g., Maha-
lanobis distance).

4.4. Other information

The model is implemented in Python 3.8 using
Pytorch[27]. We train the 3D reconstruction and gait de-
scription modules in an end-to-end fashion. First, we initial-
ize the 3D reconstruction module with the publicly available
VIBE weights and randomly initialize all other network pa-
rameters (e.g., gait head and discriminator). Next, we op-
timize the entire architecture using the Adam algorithm for
up to 100 epochs with a batch size of 24 60-frame video
segments and a learning rate of 5 x 10~°, except for the
discriminator, which is updated at every training iteration
of the main network with a learning rate of 10—,

5. Datasets and experiments

We performed our experiments using the CASIA-B [41],
USF HumanlID [30], and BRIAR! datasets.

The CASIA-B dataset is from 124 subjects, each with
ten sequences split into three covariates: 6 normal (NM),
2 carrying a bag (BG), and 2 wearing a coat (CL). They
recorded each sequence from 11 view angles in a controlled

"https://www.iarpa.gov/research-programs/briar
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indoor setting with a simple background and even lighting.
We followed the standard evaluation protocol from previous
works. We used the first 74 subjects for training and the rest
for testing. At test time, sequences NM #1-4 compose the
gallery, and the remaining ones form three sets of probes:
NM #5-6, BG #1-2, CL #1-2.

The USF HumanlID dataset contains gait sequences from
126 (IRB consented) subjects outdoors with variation in the
surface, time, shoe, briefcase, clothing, and view (1884 se-
quences in all). The same subjects are used for both train-
ing and testing the network. The evaluation protocol con-
sists of 12 experiments (Exp. A-L) pairing videos from a
fixed gallery set to a probe set with a specific composition
of covariates. Only 1080 out of the 1884 videos are used in
these experiments. We used the gallery set plus all unused
videos whose combination of covariates does not appear in
any probe set for training (a total of 677 videos).

The BRIAR dataset is being put together by Oak Ridge
National labs within the IARPA BRIAR program for pub-
lic release. It is divided into training and testing sets. The
training set consists of 158 subjects with an average of 82
videos per subject. Most subjects contain enrollment videos
from ten different viewpoints captured indoors and probe
videos captured outdoors at multiple distances (close range,
100m, 200m, 400m, and 500m) with different viewpoints,
clothing, and atmospheric turbulence conditions. Some of
these conditions are exemplified in Figure 3. The testing set
contains 375 subjects with enrollment videos that form the
gallery. Its evaluation protocol provides 1599 whole-body
video segments with walking activities as probes, which in-
clude 44 different identities. No individual is in both train-
ing and testing sets.

To our knowledge, the BRIAR dataset is also the first
dataset to provide camera distance as a covariate for gait
recognition. Long-range gait recognition introduces a
unique challenge not present in datasets currently used in
the literature. The distance between the camera and the
subject causes atmospheric distortion, impairing recogni-
tion performance. Also, unlike other large gait recognition
datasets (OU-MVLP [35], Gait3D [43], GREW [44]), the
BRIAR dataset provides raw video data. The others dis-
tribute just sequences of silhouette masks, so we cannot use
them. Our approach works directly on the video texture.

5.1. CASIA-B results

For CASIA-B, we report the average Rank-1 identifica-
tion rates for each probe subset (NM, BG, and CL) when
using different views for gallery and probe. Table 1 com-
pares CASIA-B results reported in the literature for differ-
ent gait recognition methods. GuaitVIBE stands for the re-
sults of the proposed model without any motion constraints,
while GaitVIBE + Adv includes the adversarial learning
strategy. As CASIA-B is a controlled dataset, silhouette

Probe NM BG CL

GaitNet [33]F 91.6 | 85.7 | 589

With GaitSet [3]i_ 95.0 | 87.2 | 704

, GaitPart [9]* 962 | 91.5 | 78.7

silhouettes | itGL [20]F 974 | 945 | 83.6
Lietal [17]'% 97.9 | 93.1 | 77.6

PoseGait [19]* 63.8 | 45.5 | 32.0

Without GaitGraph [36]* 87.7 | 74.8 | 66.3

silhouettes | GaitVIBE (our) 93.7 | 88.0 | 60.1
GaitVIBE + Adv (our) | 94.9 | 90.0 | 49.5

Table 1. Comparison of gait recognition approaches on CASIA-B.
Best two Rank-1 results for each category are indicated in bold
and underlined characters. “Works that use silhouettes for training
only. *Results as reported in the literature.

extraction tends to be more precise. As a consequence,
methods that rely on silhouettes achieve higher accuracy.
Still, GaitVIBE and GuaitVIBE + Adv obtain competitive re-
sults for the NM and BG subsets, showing their potential
to recognize individuals from different views. The CL sub-
set, however, reveals one of the main limitations of SMPL-
based approaches: shape fitting is negatively affected by
clothing variations. In this case, we can observe that
GaitGraph [36] obtains higher performance among non-
silhouette-based methods, as it only uses body skeleton in-
formation that is more robust to changes in clothes.

5.2. USF HumanlID results

For USF HumanlID, we report the Rank-1 identification
rate for each probe experiment (Exp. A-L). To provide
a point of reference, we include the best USF HumanID
performance reported in the literature [7, 10] and the re-
sults of three state-of-the-art approaches, GaitGraph [36],
GaitPart [9], and GaitSet [3]. Since their publications did
not report results on USF HumanID, we used their imple-
mentations from the OpenGait repository” to train these
approaches using our USF HumanID setup. GaitPart and
GaitSet require body silhouette images, so we use a back-
ground matting method [21] that segments foreground ob-
jects to extract those. In our experiments, silhouettes ex-
tracted via background matting were better suited for gait
recognition purposes than the ones extracted via body seg-
mentation (HTC [4], FCN [23], DeepLabV3 [5]).

Table 2 shows the Rank-1 identification rates of different
approaches on USF HumanlID. It shows that the proposed
model outperforms prior works in all experiments, includ-
ing the challenging experiments with changes in surface (D-
G) and acquisition time (K-L), showing the advantage of
using model-based approaches in unconstrained scenarios.
Although GaitVIBE and GaitVIBE + Adv achieve nearly
the same result in Table 2, we observed in unreported ex-

’https://github.com/ShigiYu/OpenGait
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(c) 200m with body occlusion caused by external object and feet occlusion caused by ground vegetation
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(d) 400m with feet occlusion caused by ground vegetation
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(e) 500m with lower legs occlusion caused by ground vegetation

Figure 3. Input sequences from the BRIAR dataset at different distances and conditions (viewpoint, sensor, occlusion) with their respective
3D fitting results.
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Probe A B C D E F G H I J K L
Deng et al. [T 97 98 96 92 88 81 82 95 92 82 76 73
With Guan et al. [10]* 100 95 94 73 73 55 64 97 99 94 42 42
silhouettes | GaitPart [9] 95.90 | 81.50 | 81.50 | 85.60 | 77.60 | 84.70 | 74.10 | 89.80 | 86.20 | 89.00 | 84.80 | 90.90
GaitSet [3]" 100 | 94.40 | 94.40 | 93.20 | 93.10 | 93.20 | 89.70 | 98.30 | 93.10 | 97.50 | 81.80 | 90.90
Without GaitGraph [36]" 35.20 | 74.10 | 13.00 | 28.80 | 19.00 | 23.70 | 12.10 | 63.60 | 50.00 | 28.00 | 63.60 | 24.20
silhouettes GaitVIBE (our) 100 100 100 100 100 100 100 100 100 100 97 97
GaitVIBE + Adv (our) | 100 100 100 100 100 100 100 99.2 100 100 97 97

Table 2. Comparison of gait recognition approaches on USF HumanID. Best two Rank-1 results for each category are indicated in bold
and underlined characters. "Results computed using OpenGait. *Results as reported in the literature.
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Figure 4. 3D body fitting results for a USF HumanID video (bot-
tom) using VIBE (top) and GaitVIBE + Adv (center). Observe
the improvements in the position of arms and legs obtained by
GaitVIBE + Adv, which recovers the walking characteristics of
the sequence. Meanwhile, the original VIBE output better approx-
imates a standing position.

periments that GaitVIBE + Adv has advantages when train-
ing for less time or when parts of the VIBE model are kept
frozen (e.g., the ResNet-50 backbone), which are strong in-
dicators of transfer learning capabilities.

Both GaitSet [3] and GaitPart [9] show a considerable
drop in performance when evaluated under outdoor condi-
tions. This indicates that silhouette-based models may lend
too much weight to details with low repeatability, such as
shoe shape or shadow artifacts, which are not a problem
in controlled datasets such as CASIA-B. Our whole body
representation and disentangled pose force the model to be
more robust to these changes. These results corroborate the
claim that appearance-based approaches suffer in more re-
alistic scenarios, such as outdoor environments, due to the
lack of proper silhouettes. Although the results for GaitSet
and GaitPart were computed using OpenGait, this imple-

mentation’s performance for CASIA-B is on par or better
than the original results. Finally, GaitGraph [36] performs
poorly on USF HumanID and demonstrates the negative im-
pact of relying only on skeletons for recognition since its
descriptors lose important discriminative information. Fig-
ure 4 illustrates how our GaitVIBE + Adv approach can
improve the 3D reconstruction of a walking video thanks
to the adversarial loss. Even though we do not have 3D
ground truth for the videos used for training, we can still
enhance VIBE’s output by imposing gait-specific motion
constraints.

5.3. BRIAR results

The BRIAR dataset has indoor gallery (see Figure 5) and
outdoor probes (see Figure 3), which combined with all
other dataset covariates (including long-range acquisition,
atmospheric turbulence, clothing, and occlusion) generates
a much more challenging evaluation environment for gait
recognition. For this dataset, we report verification results
in the form of True Positive Rates (TPR) at 1% False Ac-
ceptance Rate (FAR) and identification results for Rank- K
(K ={1,5,10}) for GaitVIBE + Adv and GaitSet [3]. Note
that for many probes, silhouette detection failed and/or the
3D body estimation failed. This is evidence of the difficult
nature of the data. For this reason, we only use the 1493
probes that could be processed by at least one of the chosen
methods. We set the cosine similarity between probe videos
that were not correctly processed and all gallery identities to
—1 (lowest possible value).

We first evaluate the impact of the number of gallery
identities on recognition performance. As presented in Ta-
ble 3, Rank-1 rates are three times higher when using only
the 44 probe identities in the gallery compared to the full
375-subject gallery. The scale of this reduced gallery ex-
periment is similar to CASIA-B’s test set. Still, the per-
formance gap is immense even if we consider CASIA-B’s
worst-performing subset (CL), which highlights the com-
plexity of the BRIAR dataset. Also, compared to GaitSet,
we obtain better verification and identification rates, which
reaffirms the advantage of model-based approaches in un-
constrained scenarios.

But the main innovation on BRIAR is the inclusion of
the distance covariate, so we report in Table 4 the results for
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Gallery size | 44 | 100 | 200 | 300 | 375
= | TPR 76 | 72 | 75 | 7.7 | 7.8
< | Rank-1 153 | 11.6 | 5.8 | 46 | 42
% Rank-5 41.1 | 309 | 19.8 | 16.1 | 13.8
© | Rank-10 514 | 434 | 30.2 | 23.8 | 21.7
E TPR 13.5 | 16.7 | 16.9 | 18.1 | 18.1
é Rank-1 23.0 | 157 | 94 | 74 | 6.8
= | Rank-5 58.1 | 474 | 32.2 | 27.0 | 23.0
& | Rank-10 72.1 | 58.5 | 45.6 | 38.1 | 33.9

Table 3. Gait recognition results on BRIAR with different gallery
sizes for all 1493 probe videos. Best results for each category are
indicated in bold.

Distance (m) | Close | 100 | 200 | 400 | 500
TPR 20.1 | 239 | 4.1 | 158 | 17.8
Rank-1 8.8 8.7 1.0 | 4.7 8.6
Rank-5 269 | 312 | 7.7 | 19.7 | 21.6
Rank-10 40.5 | 43.8 | 159 | 29.0 | 28.6
# samples 457 356 | 195 | 279 | 185

Table 4. Gait recognition results on BRIAR at different distances
with a gallery size of 375 subjects using GaitVIBE + Adv.

the different camera distances available using GaitVIBE +
Adv. Examples of the different distances and the 3D fitting
results obtained by the proposed approach are shown in Fig-
ure 3. Close-range videos may be closer to the captured in-
dividuals but also include high elevation to diverge from the
enrollment conditions (cameras at ground level). For this
reason, videos captured 100 meters away from the subjects
are the ones with the closest resemblance to the gallery and,
consequently, are the ones with the highest recognition per-
formance in terms of verification and identification. Over-
all, we see a steady drop in performance as conditions move
away from ideal, except for videos from the camera at 200
meters. In this specific case, a challenging combination of
covariates (sensor color, leg and body occlusions) severely
impacted the results, making it the worst-performing subset.

6. Discussion and conclusion

This paper presents a gait recognition method utilizing
3D body fitting with motion constraints via gait-specific
adversarial training. We provide qualitative results that
show the improvement in gait motion naturalness obtained
thanks to the adversarial training. Quantitative results
show that, although the proposed approach does not out-
perform state-of-the-art appearance-based approaches in in-
door datasets like CASIA-B, it is superior to them in out-
door datasets like the USF HumanID and BRIAR. This
happens because the extracted silhouettes’ quality directly
affects appearance-based approaches, and too many fac-
tors deteriorate them in unconstrained environments. When
talking about long-range recognition, silhouette extraction

Figure 5. 3D body fitting results for a BRIAR video (bottom) using
VIBE (top) and GaitVIBE + Adv (center). GaitVIBE + Ady en-
hances the realism of the walking sequence of the sequence, with
both arms and legs adjusted to create a more fluid motion.

becomes even harder due to additional artifacts such as bad
camera focus, atmospheric turbulence, and the absence of a
background model. Although model-based approaches are
not necessarily a solution to those issues, they rely on prior
knowledge that assists in smoothing out noisy information
while maintaining meaningful features for recognition. Our
results on BRIAR show that its long-range evaluation is
far more challenging than other publicly available video
datasets, even though recognition at a distance is constantly
mentioned as an inherent advantage of gait over other bio-
metrics. To boost recognition performance, future works
must address some of the introduced challenges, such as
different enrollment and probe conditions, different sensing
technologies, and atmospheric turbulence caused by long-
range acquisition. In this context, this paper shows that
model-based approaches can serve as a better starting point
when silhouettes cannot be reliably extracted.
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