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Abstract

Scaling up weakly-supervised datasets has shown to be
highly effective in the image-text domain and has contributed
to most of the recent state-of-the-art computer vision and
multimodal neural networks. However, existing large-scale
video-text datasets and mining techniques suffer from several
limitations, such as the scarcity of aligned data, the lack of
diversity in the data, and the difficulty of collecting aligned
data. Currently popular video-text data mining approach via
automatic speech recognition (ASR) used in HowTo100M
provides low-quality captions that often do not refer to the
video content. Other mining approaches do not provide
proper language descriptions (video tags) and are biased
toward short clips (alt text).

In this work, we show how recent advances in image
captioning allow us to pre-train high-quality video models
without any parallel video-text data. We pre-train several
video captioning models that are based on an OPT language
model and a TimeSformer visual backbone. We fine-tune
these networks on several video captioning datasets. First,
we demonstrate that image captioning pseudolabels work
better for pre-training than the existing HowTo100M ASR
captions. Second, we show that pre-training on both im-
ages and videos produces a significantly better network (+4
CIDER on MSR-VTT) than pre-training on a single modality.
Our methods are complementary to the existing pre-training
or data mining approaches and can be used in a variety of
settings. Given the efficacy of the pseudolabeling method,
we are planning to publicly release the generated captions.

1. Introduction
Large language models have revolutionized natural lan-

guage processing [54, 6, 13] and are rapidly affecting ad-
jacent fields such as computer vision [52, 27, 66, 67, 68].
For example, using only weakly-supervised image-text data
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CLIP [52] and CoCa [68] outperform ResNets [19] on Im-
ageNet. Recent works also demonstrate that the flexibility
of the language modeling approach allows us to apply it to
any modality [2, 44]. Nevertheless, to pre-train such models,
we need enormous amounts of aligned data, which is not yet
easily available for all modalities. This holds true for most
of the pre-training methods: either contrastive [52], discrim-
inative [38, 43] or generative [11, 2, 37, 65]. Web-mining
proved to be an invaluable source of image-caption pairs
[58, 9, 55] due to its scalability, but the video domain still
suffers from the scarcity of aligned video-text data.

While video data is abundant on the internet, it is hard to
utilize it for pre-training. Existing large-scale video classifi-
cation datasets like Kinetics [7] and YouTube8M [1] consist
of 500K+ video clips. Still, they only provide class labels
and can not be used for generative modeling. Mining videos
with the alt text HTML attribute that provides a short descrip-
tion of the media content [4, 39] is a promising direction that
has been immensely successful in the image captioning do-
main [52, 58, 9, 16, 55]. However, motivated by the VirTex
finding [15] that dense image annotations (captions) work
better for pre-training than sparse annotations (class labels),
we speculate that video alt text does not describe long videos
with enough detail and is not well-suited for pre-training.

Nagrani et al. [47] propose to align existing image cap-
tions with videos by searching for video frames similar to
an annotated image. For example, if an image has the cap-
tion “pop artist performs at the festival,” it is possible that
this image is a part of a music video. Using an image as
a proxy allows us to mine for aligned video-text data. Al-
though this approach is interesting, it is limited to the videos
that happen to have some of their frames labeled for image
captioning. Additionally, producing such data requires an
expensive pre-processing step that includes encoding mul-
tiple video frames of each video and all images, building a
maximum inner-product search index, and performing the
search.

Another way to get aligned text-video pairs is automatic
speech recognition. Unlike alt text, it produces long, dense
captions for every video. It is used in the largest video
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