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Abstract

Analog magnetic tapes have been the main video data
storage device for several decades. Videos stored on analog
videotapes exhibit unique degradation patterns caused by
tape aging and reader device malfunctioning that are differ-
ent from those observed in film and digital video restoration
tasks. In this work, we present a reference-based approach
for the resToration of digitized Analog videotaPEs (TAPE).
We leverage CLIP for zero-shot artifact detection to identify
the cleanest frames of each video through textual prompts
describing different artifacts. Then, we select the clean
frames most similar to the input ones and employ them as
references. We design a transformer-based Swin-UNet net-
work that exploits both neighboring and reference frames
via our Multi-Reference Spatial Feature Fusion (MRSFF)
blocks. MRSFF blocks rely on cross-attention and attention
pooling to take advantage of the most useful parts of each
reference frame. To address the absence of ground truth in
real-world videos, we create a synthetic dataset of videos
exhibiting artifacts that closely resemble those commonly
found in analog videotapes. Both quantitative and quali-
tative experiments show the effectiveness of our approach
compared to other state-of-the-art methods. The code, the
model, and the synthetic dataset are publicly available at
https://github.com/miccunifi/TAPE.

1. Introduction

Analog magnetic tapes were widely used for video data
storage from the 1950s to the late 1990s, and are still found
in numerous archives worldwide with inestimable cultural
value. The aging of recording supports and the malfunction-
ing of reader devices introduce several types of artifacts that
are unfortunately very common for analog videotapes, such
as drop out, tape crease, scanline flickering, and tape mis-
tracking [42,45]. These degradations limit the distribution
and consumption of content by the general public if they are
not properly restored. Nowadays, the restoration is usually

(a) Frame O (b) Frame 1 (c) Frame 2
Figure 1. Three consecutive frames of a real-world archival analog
video. The degradations have significantly different intensities and
positions and the temporal consistency is completely lost, which
shows the time-varying nature of the artifacts. The third frame is

essentially clean and could serve as a reference for the restoration.

performed frame-by-frame by experienced archivists using
specialized commercial solutions, hence at great economic
and time cost. Since restoring a few hours of content can
take up to weeks of work, applying this process to entire
archives is essentially unfeasible. For this reason, the devel-
opment of methods for the automatic restoration of analog
videos is a necessity.

Standard video restoration works [20,25-27,49] are de-
signed for digital videos and do not consider the artifacts
caused by media issues, which are more peculiar, more se-
vere, and may occur simultaneously (see Fig. 1a). Addi-
tionally, due to the severity of the degradation, the tem-
poral consistency between the video frames is completely
lost, which makes optical flow-based frame alignment tech-
niques commonly used in video restoration [10, 52] detri-
mental. Old video restoration methods consider the degra-
dation related to the recording medium but focus on struc-
tured defects such as scratches [19,46] or do not take advan-
tage of the characteristics of the artifacts of analog videos
[3,43]. For instance, Agnolucci et al. [3] tackles analog
video restoration with a transformer-based architecture that
simply exploits the spatio-temporal information of input
neighboring frames, thus without designing any strategy tai-
lored for the task. In contrast, we propose an approach for
analog video restoration that aims to remove the degrada-
tion caused by media issues — especially the most severe
ones, such as tape mistracking — by leveraging their tempo-
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rally varying nature.

Figure 1 shows three consecutive frames that come from
a real-world analog archive video. In the first two frames,
the artifacts differ greatly in intensity and location, resulting
in a complete loss of temporal consistency. In contrast, the
last frame is essentially clean, so it contains a lot of high-
quality details that could be useful for restoring temporally
distant but similar degraded frames. This example shows
the time-varying nature of the degradation in analog videos
and motivates the main idea proposed in this work: identify
the least damaged frames of a video and employ them as ref-
erences for the restoration. To this end, we propose employ-
ing CLIP [38] for frame classification through zero-shot ar-
tifact detection by measuring the similarity between each
frame and multiple textual prompts corresponding to differ-
ent types of degradation. Then, within the frames classified
as clean, we select those most similar to the input ones and
employ them as references. We present a transformer-based
Swin-UNet architecture that restores multiple input frames
at once by exploiting the spatio-temporal information of
neighboring frames while taking advantage of the refer-
ences through our Multi-Reference Spatial Feature Fusion
(MRSFF) block. MRSFF blocks employ multi-reference
spatial cross-attention and attention pooling to restore the
high-quality details that are lost in the input frames but still
present in the cleaner reference ones. Figure 2 shows an
overview of the proposed approach, named TAPE (resTora-
tion of digitized Analog videotaPEs). To overcome the
lack of ground truth in real-world videos, we introduce a
synthetic dataset of videos with artificially generated arti-
facts that emulate the degradation commonly found in ana-
log ones. We hope that releasing our dataset will stimu-
late the research on analog video restoration to help pre-
serve decades of video archives. Experimental results show
the effectiveness of TAPE for both synthetic and real-world
videos and its superior performance compared to state-of-
the-art video restoration methods.

Our contributions can be summarized as follows:

* We propose TAPE, a reference-based approach for
analog video restoration that exploits the time-varying
nature of the artifacts typical of this media by exploit-
ing the cleanest frames of a video to restore the de-
graded ones;

* We propose to leverage CLIP for zero-shot artifact de-
tection to identify the clean frames and select the ref-
erences based on the similarity to the input ones;

* We develop a Swin-UNet architecture that takes ad-
vantage of the reference frames through our Multi-
Reference Spatial Feature Fusion blocks;

* Quantitative and qualitative experiments on synthetic
and real-world videos prove the effectiveness of our
method when compared with state-of-the-art video
restoration techniques.

2. Related Work

Video Restoration Video restoration comprises various
tasks that aim to enhance video quality, such as super-
resolution and deblurring, each with its unique charac-
teristics and methods [9, 15, 27, 34, 44].  For example,
MANA [49] tackles video super-resolution through cross-
frame non-local attention and a memory bank learned dur-
ing training, while [20] proposes a multi-scale memory-
based architecture for video deblurring. Other works pro-
pose approaches that achieve promising performance on
multiple tasks [10, 25,26, 52]. For example, RVRT [20]
presents a recurrent transformer network with guided de-
formable attention, whereas BasicVSR++ [10] proposes a
framework with second-order grid propagation and flow-
guided deformable alignment. Despite the variety of degra-
dations that are considered, these restoration techniques are
designed for digital videos and do not address artifacts due
to media issues typical of old ones.

Old Video Restoration Restoration of old videos must
address degradation and issues related to the recording
medium. Most of the existing methods focus on struc-
tured defects such as scratches and cracks typical of old
films. Traditional approaches [16, 18,22,39] rely on a de-
tection network based on handcrafted features followed by
an inpainting pipeline. More recently, deep learning-based
methods have been proposed. DeOldify [5] is an open-
source tool to restore old films based on a NoGAN train-
ing approach that is commonly used to colorize grayscale
videos. [19] presents a fully 3D convolutional for old video
restoration and colorization. [46] develops RTN, a recurrent
transformer network with a hidden state that improves the
temporal consistency of the results. Although impressive
results are observed for structured defects, none of these
techniques are able to correct such large and strong artifacts
as tape mistracking.

To the best of our knowledge, only a few works aim to re-
move the typical degradations of analog videotapes. [42,43]
exploit handcrafted features to detect artifacts and restore
the corrupted tracking lines of interlaced videos by replac-
ing them with those of adjacent frames. The most similar
to our work is Agnolucci et al. [3], which restores analog
videos with a Swin-UNet network that leverages the spatio-
temporal information of neighboring input frames. There-
fore, [3] proposes a generic method without any specific
strategy developed to exploit the intrinsic characteristics
of the degradation. In contrast, our method is tailored for
analog video restoration and takes advantage of the time-
varying nature of the artifacts. Indeed, we first identify
the cleanest frames of a video with CLIP and then leverage
them as references through our MRSFF blocks.
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Figure 2. Overview of the proposed approach, named TAPE. Left: given a video, we identify the cleanest frames with CLIP. First, we
measure the similarity between the frames and textual prompts that describe different artifacts. Then, we employ Otsu’s method to define
a threshold for classifying the frames based on their similarity scores, resulting in a set of clean frames. Right: given a window of T’
degraded input frames, we select the most similar D clean frames based on the CLIP image features and employ them as references. The
proposed Swin-UNet then restores the input frames while effectively leveraging the references.

3. Proposed Approach
3.1. Synthetic Dataset

Archivio Storico Luce, renowned as the largest Italian
historical video archive and one of the largest in the world,
houses an extensive collection of material spanning the en-
tirety of the 1900s, sourced from various origins. The
curators provided us with some degraded analog archival
videos. In the following, we refer to these videos as “real-
world dataset”, which consists of 4303 frames. Since these
videos are obtained from the only available copy of the
archive, they do not have a ground-truth counterpart and
can not be used for training. Therefore, we create a syn-
thetic dataset as similar as possible to real-world videos to
train our model. Starting from high-quality videos belong-
ing to the Harmonic dataset [2], we employ Adobe After Ef-
fects [12] to recreate different types of degradations [1, 17],
which are visible in Fig. 1. In particular, we focus on: 1)
tape mistracking and VHS edge waving, responsible for the
horizontal displacement artifacts. These are the most com-
plex distortions as they are the main cause of the tempo-
ral inconsistency; 2) chroma loss along the scanlines, visi-
ble from the horizontal cyan, magenta, and green lines; 3)
tape noise, which is similar to Gaussian noise; 4) under-
saturation, which makes the color of the frames look dull.
We add these artifacts with random combinations, as well
as positions and intensities, to each frame of the videos,
purposely not to preserve temporal consistency. Indeed, as
Fig. | shows, in real-world videos the degradations occur
at the same time and change abruptly between consecutive
frames. Since we start from the same real-world videos,
our pipeline for generating synthetic artifacts resembles that
of [3]. However, contrary to [3], we intend to release our
synthetic dataset, in the hope of fostering further research

on this task. In the end, we have 26,392 frames correspond-
ing to 40 clips, which we divide into training and test sets
with a 75%-25% ratio. More details on the synthetic dataset
and a qualitative comparison with the real-world dataset are
provided in the supplementary material.

3.2. Frame Classification and Reference Selection

Given the time-varying nature of the artifacts in analog
videos, we can identify the cleanest (i.e. least degraded)
frames of a video to exploit them as references for restoring
the other frames. In other words, we can classify the frames
into fairly clean (i.e. the possible references) and very de-
graded ones. A possible approach could be training a binary
classifier, but that would introduce two disadvantages: 1)
we would have to choose a predefined threshold over which
we consider a frame clean, which is an ill-posed problem; 2)
all frames of a video could be classified as degraded, mean-
ing that we would have no references. Hence, a continuous
no-reference metric is more suitable for this task because
it would allow one to define a different threshold for each
video in an unsupervised manner.

We rely on CLIP [38] for our purpose. CLIP is a multi-
modal model trained with an image-caption alignment ob-
jective that obtained remarkable results in several down-
stream tasks, such as image generation [ 4], retrieval [6, 7],
and quality assessment [47,51]. Given a video, we propose
to employ CLIP for zero-shot artifact detection by measur-
ing the similarity between each frame and a textual prompt
describing some kind of artifact (e.g. “an image with color
artifacts along rows”). Therefore, a lower similarity corre-
sponds to a less degraded frame. To improve the robustness
of the predictions, we combine prompts referring to differ-
ent types of artifacts with prompt ensembling [38] by av-
eraging CLIP text features. We choose to use prompts that
identify degraded frames because the visual artifacts they
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Figure 3. Overview of the proposed Swin-UNet architecture. We extract multi-scale features from the reference frames through a pre-
trained Swin Transformer feature extractor. Then we exploit them through the proposed MRSFF blocks in the decoding part of the UNet.

present are more easily described in natural language com-
pared to the unconstrained domain of the content of clean
ones. To adapt our method to address new types of degra-
dation, it is enough to update the list of prompts, e.g. to spe-
cialize the approach for specific videos or types of medium.
We provide more details on the list of prompts in the supple-
mentary material. Then, we build a histogram of the CLIP
similarities of all the frames. Intuitively, we expect this his-
togram to be bimodal, with the two peaks corresponding to
degraded and almost clean frames. To define a threshold
to classify the frames into two classes, we propose using
Otsu’s method [37], which is commonly adopted for au-
tomatic image thresholding [41]. The algorithm returns a
single threshold determined by minimizing the intra-class
variance in an unsupervised manner, thus based on the his-
togram of the similarities of each individual video. We clas-
sify as clean each frame with a CLIP similarity score lower
than the threshold. In this way, we obtain a set of IV clean
frames from the video, which we can leverage as references
for the restoration. The number of clean frames IV changes
for every video, as it is not a hyperparameter but rather de-
pends on the degradation to which the video is subjected.
The left-hand side of Fig. 2 shows an overview of the frame
classification process.

Finally, given a window of T input neighboring frames,
we compute the cosine similarity of the CLIP image fea-
tures between the central frame and the set of clean ones.
Then, we take the D most similar clean frames and use
them as references. In our experience, artifacts in real-
world videos never severely degrade all frames, so we al-
ways have significantly more than D clean frames to choose
from (see the supplementary material for more details). In
other words, N always exceeds D). Note that the arrange-
ment of the reference frames is arbitrary as they are not nec-
essarily temporally neighboring. The right section of Fig. 2
shows the reference frames selection process and the subse-

quent reference-based restoration.

3.3. Swin-UNet Architecture

Figure 3 shows the proposed reference-based video
restoration network. As in [3], our architecture is based on
a Swin-UNet that restores a window of T' degraded frames
at once. Since the complexity of attention is quadratic to the
number of elements within the attention window, global at-
tention on the entire input frames is unfeasible. Hence, we
leverage the Swin Transformer [28,29] to reduce the com-
putational cost while maintaining the ability to learn long-
range dependencies. Indeed, the Swin Transformer com-
putes global attention only within local windows and then
enables cross-window connections with a shifted-window
mechanism. In this way, we can rely on transformers and
their attention mechanism efficiently, in order to also take
advantage of their ability to deal with frames that are not
perfectly aligned. Indeed, due to the strong horizontal dis-
placements caused by the artifacts, we cannot correctly
align the input frames with the combination of explicit mo-
tion estimation and image warping. However, it has been
shown that the expressiveness of the transformers alleviates
this problem [25,46].

First, we extract shallow features from the input with a
convolutional layer. Then, in the encoder, we reduce the
patch size and increase the number of channels through cas-
caded Swin 3D transformer blocks and patch merging lay-
ers [29]. In the decoder, we elaborate the processed fea-
tures (i.e. those that go through the encoder and decoder)
via Swin 3D transformer blocks and patch expanding layers,
which consist of pixel shuffle layers. We use skip connec-
tions to add the encoder residual features to the processed
ones. A skip connection between the input and the output
makes the network learn the residual of each frame.

Using Swin 3D transformer blocks allows taking advan-
tage of the spatio-temporal information of the input frames
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thanks to self-attention. Indeed, by having the processed
features attend themselves, we intuitively make each region
of the input frames look at similar parts of the other frames.
This is particularly useful due to the time-varying nature of
the artifacts, as a highly degraded portion of one frame may
be less damaged in one of the neighboring ones. However,
if a given region is severely degraded in all the input frames,
some details will be permanently lost. For this reason, we
propose employing clean reference frames that do not be-
long to the window of the input frames. Contrary to [3], our
model also takes as input D reference frames — selected as
explained in Sec. 3.2 — from which we extract multi-scale
features with a pre-trained frozen Swin Transformer feature
extractor. In the decoder, the proposed MRSFF blocks com-
bine processed and reference features to recover details that
would be lost otherwise.

3.4. Multi-Reference Spatial Feature Fusion Block

Given the reference features, our aim is to exploit them
for the restoration. Since the reference frames are not con-
tiguous in time (see Sec. 3.2), the use of temporal atten-
tion with Swin 3D transformer blocks is not suitable be-
cause it assumes some sort of temporal correlation. Further-
more, due to the variability in artifact locations across input
frames, we want the processed features to independently at-
tend to the reference ones along the spatial dimension. In
this way we allow the processed features to focus on recov-
ering the missing details in the corresponding input frames.
For these reasons, we present our Multi-Reference Spatial
Feature Fusion block, which makes use of Multi-Reference-
(Shifted)Window-Multi-Head Cross Attention (MR-(S)W-
MCA) and attention pooling. MRSFF blocks are inspired
by Swin 2D transformer blocks [28]. Indeed, both architec-
tures rely on a shifted window-based attention mechanism
along the spatial dimension. However, while Swin 2D uses

self-attention, MRSFF blocks perform cross-attention be-
tween two inputs that may have different dimensions, since
the number of input and reference frames T and D may
not coincide. In addition, MRSFF blocks employ attention
pooling to combine the information coming from the refer-
ence frames.

Similarly to [28], we partition each feature F €
REXWxC into 2 non-overlapping MxM windows. Here,
H and W are the height and width, respectively, and C' is
the number of channels. We flatten the M/ 2 elements of each
window and compute the local attention. In the successive
MRSFF block, a | ¥ | x | #] cyclic spatial shift [28] of the
features before window partitioning enables cross-window
connections. MR-(S)W-MCA is based on a cross-attention
mechanism, in which the processed features associated with
each input frame act as independent queries, while the refer-
ence features serve as both keys and values. Intuitively, each
input frame looks at similar parts of the reference frames
and then exploits them to recover its missing details. Fig-
ure 4 shows two consecutive MRSFF blocks.

Formally, let Fp € RTXM?*xC and Fr € RPXM?xC
be, respectively, the processed and reference features of a
given local window. For each head, we compute:

QP — FPPQ e RTXM2><C
Kp = FrPg, Vg = FgPy € RDXM*XC (1)

where Pg, Pk, Py € REXC are projection matrices. Let
Qp,» Kr,, Vg, € RM *XC be the i-th and j-th elements
of the queries, keys and values, respectively. We compute
the attention map A;; = SoftMaa:(Qping/\FC’ +B) e
RM**M* " Ag in [28], we include a learnable relative po-
sitional embedding B € RM *xM? in each attention head.
Conceptually, A;; represents the correlation between the i-
th input frame and the j-th reference frame and is used for
a weighted sum of Vg, formulated as A;; Vz, € RM xC
For each input frame i € {1, ..., T'}, we repeat this compu-
tation for all the D references and concatenate the results:

F = MR-(S)W-MCA (Fp, F) € RT*PxM*xC 9y

Intuitively, the features pertaining to each of the T' frames
represent the fusion of the information from the correspond-
ing input frame with that of the D reference ones. Conse-
quently, it is imperative to effectively combine these fea-
tures on the D axis to fully leverage the reference frames.
Drawing inspiration from CLIP [38], we propose to use at-
tention pooling to achieve this goal. Attention pooling relies
on the self-attention mechanism to select the most pertinent
features for a pooled representation, rather than just taking
the average. In other words, attention pooling allows us to
take advantage of the most valuable parts of the informa-
tion coming from the reference frames to obtain an aggre-
gate representation. Note that CLIP uses attention pooling
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to reduce the 3D feature maps of a CNN into single vectors,
thus removing the height and width dimensions. Our aim,
on the contrary, is to aggregate D sequences of transformer
tokens into a single one, thereby pooling along a single axis.
As in [38], we condition the query on the global average-
pooled representation. First, we compute the average of the
features along the D axis:

Fany = Avg(Fg) € RTM € 3)

Then, we concatenate the D sequences of tokens:

. T2

F¢ = Concatenation(Fg) € RT*PM™*C 4)
Finally, for each input frame, we project the features and
rely on the attention mechanism by considering the average
features F,4 as the query and the concatenated ones Fc as
both the keys and values:

Frp = MHA(F,,,, Fo, Fo) € RTXMIXC(5)

where MHA represents both the projection and multi-head
attention operations. In this way, we obtain an aggregate
representation of the features that encapsulate the informa-
tion from the reference frames. Then, we further transform
the features via a layer normalization layer and an MLP. In
the successive MRSFF block, the fused features Frp serve
as the queries of the transformer, assuming the role held by
the processed features Fp in the preceding block. Never-
theless, in this case, the features are shifted before window
partitioning to enable cross-window connections and there-
fore learn long-range dependencies.

Ultimately, the fused F'rr and the processed F'p features
of each window share the same dimensions and can conse-
quently be added together to recover the lost details.

4. Experimental Results
4.1. Implementation Details

We train the proposed model on the synthetic dataset for
100 epochs using the ADAMW optimizer [30] with weight
decay equal to 0.01 and (531, 82) = (0.9,0.99). The learn-
ing rate is set to 2e — 5. We use a frozen CLIP RN50x4
model for frame classification. During training, we ran-
domly crop 128 x 128 patches from the frames. We set
the number of input frames 7' to 5; the number of reference
frames D to 5; M and C in Sec. 3.4 to 8 and 96. We train
TAPE with a weighted sum of the Charbonnier loss [1 1] and
a perceptual loss [13,21,23]. We report more details on the
training loss in the supplementary material. During testing,
we crop the 512 x 512 center patch of each frame. Quanti-
tative results are the average over the videos of the test set.
On a single A100-40GB GPU, our model takes 2 days for
training and runs at 15FPS at inference time, which is more
than suitable for a task with no real-time requirements.

4.2. Baselines

We compare TAPE with the following baselines: 1)
MANA [49]: a memory-augmented architecture with cross-
frame non-local attention for video super-resolution; 2)
MemDeblur [20]: a multi-scale memory-augmented recur-
rent architecture for video deblurring; 3) BasicVSR++ [10]:
a recurrent framework with second-order grid propagation
and flow-guided deformable alignment for video restora-
tion; 4) RVRT [26]: a recurrent transformer with guided
deformable attention for video restoration; 5) RTN [46]: a
recurrent transformer network for old film restoration; 6)
Agnolucci et al. [3]: a Swin-UNet architecture for analog
video restoration.

The baselines comprise standard and old video restora-
tion works to show the difference from analog video restora-
tion. For a fair comparison, we trained all the baselines from
scratch on our training dataset using the official repositories.

4.3. Evaluation Metrics

We evaluate the performance on the synthetic dataset
using four full-reference metrics: two signal-based met-
rics, PSNR and SSIM [48], to measure the low-level dif-
ference between restored and ground-truth frames; LPIPS
[50], which better correlates with human perceived visual
quality; VMAF [24], a perceptual video quality assessment
model that combines multiple elementary quality metrics,
including one that accounts for the temporal difference be-
tween adjacent frames, thus evaluating the presence of mo-
tion jitter and flicker.

Since the ground truth is not available for the real-world
dataset, we employ three no-reference image quality as-
sessment metrics: BRISQUE [35], NIQE [36] and CON-
TRIQUE [32].

4.4. Quantitative Results

We report the quantitative results for the synthetic and
real-world datasets in Tabs. 1 and 2, respectively. Consid-
ering the synthetic dataset, TAPE outperforms all baselines
on all metrics by a large margin. In particular, LPIPS shows
that our method produces results that are more perceptu-
ally accurate than the other techniques, while VMAF proves
that our restored videos are more temporally consistent and
with less motion jitter. Furthermore, we observe that Ba-
sicVSR++ [10] and RVRT [26] perform poorly, even though
they represent the state of the art in standard video restora-
tion. We attribute this result to the use of optical flow for
frame alignment, which is detrimental for analog videos, as
the degradation is so severe that it completely disrupts the
temporal consistency. This outcome further shows the dif-
ference between standard and analog video restoration.

Considering the real-world dataset, our approach
achieves the best results for CONTRIQUE, while MANA
[49] performs better for BRISQUE and NIQE. However, the
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Method PSNR 1 SSIM 1 LPIPS | VMAF 1

Method PSNR 1 SSIM 1 LPIPS | VMAF 1

MANA [49] 27.81 0.843 0.206  40.28
MemDeblur [20] 3322 0911 0.106  71.55
BasicVSR++[10]  31.66 0916 0.098 7891

RVRT [26] 3247 089 0.117 7241
RTN [46] 3146 0905 0.100 56.76
Agnolucci et al. [3] 34.96 0.940 0.060 77.83
TAPE 35,53 0946 0.052 83.61

Table 1. Quantitative results for the synthetic dataset. 1 means that
higher values are better, | means that lower values are better. Best
results are highlighted in bold.

Method BRISQUE | NIQE | CONTRIQUE |
MANA [49] 41.80 5.90 48.18
MemDeblur [20] 51.20 8.89 45.82
BasicVSR++ [10] 59.19 8.42 48.44
RVRT [26] 47.61 8.39 48.64
RTN [46] 53.27 6.94 46.17
Agnolucci et al. [3] 59.44 7.90 45.45
TAPE 56.04 7.74 42.99

Table 2. Quantitative results for the real-world dataset. | means
that lower values are better. Best results are highlighted in bold.

qualitative results presented in Sec. 4.5 show that MANA
adds high-frequency artifacts to restored frames. We argue
that BRISQUE and NIQE are misled by these artifacts and
mistake them for high-frequency details that are instead typ-
ical of high-quality images [4,40]. See the supplementary
material for more details.

4.5. Qualitative Results

Figure 5 shows the qualitative results for the synthetic
dataset. We observe that TAPE generates the most detailed
and photorealistic images. MANA and BasicVSR++ yield
results that lack photorealism and fine-grained details, while
MemDeblur, RVRT, and RTN generate images that exhibit
a higher degree of accuracy, albeit accompanied by a dis-
cernible amount of noise. The results of Agnolucci et al.
are satisfactory, but with fewer details compared to our ap-
proach. See for example the white boat in the first row or
the brick wall in the second row.

We report qualitative results of the real-world dataset in
Fig. 6. As mentioned in Sec. 4.4, despite the promising
quantitative results, MANA and RTN generate clearly un-
satisfactory images with many unpleasant artifacts, show-
ing the unreliability of BRISQUE and NIQE for this task.
RVRT proves to be unable to generalize to real-world
videos, since it fails to remove most of the degradation
from the input frames. MemDeblur, BasicVSR++, and Ag-
nolucci et al. yield acceptable results, but with visible arti-
facts. Regarding the synthetic dataset, TAPE generates the
most detailed and photorealistic images. In our results, the

w/o classification 3549 0.945 0.054  82.83

w/o CLIP 3542 0945 0.053  83.37
w/o MRSFF 3537 0944 0.055 82.94
w/o att. pooling  35.56 0.945 0.053  83.22
D=1 3537 0945 0.053  83.05
D=3 3549 0946 0.053  83.53
TAPE 3553 0946 0.052 83.61

Table 3. Ablation studies on the synthetic dataset. Best results are
highlighted in bold.

eyes of the subjects in the first and second rows show fewer
artifacts, and the overall images are considerably cleaner, as
can be seen from the tree in the background in the first row.

4.6. Ablation Studies

Frame Classification and Reference Selection We con-
duct ablation studies on frame classification and reference
selection: 1) w/o classification: we select the references
from all the frames of the video, without performing frame
classification; 2) w/o CLIP: we follow the same approach
described in Sec. 3.2 but employing the similarity scores
and features of BRISQUE [35] instead of relying on CLIP
and textual prompts. The upper section of Tab. 3 shows the
results. First, we observe that limiting the selection of the
references to frames classified as clean improves the results.
Differently, degraded frames can be used as references if
they are similar enough to the input ones, bringing little im-
provement to the restoration process. Second, CLIP proves
to be more effective than BRISQUE for frame classification.

MRSFF block We perform ablation studies on the
MRSFF block: 1) w/o MRSFF: we substitute the MRSFF
blocks with the standard Swin 3D [29] ones. We make use
of spatio-temporal cross-attention by considering the pro-
cessed features as queries and the reference features as keys
and values; 2) w/o att. pooling: we substitute attention pool-
ing with a simple average pooling. We report the results
in the central section of Tab. 3. We notice that the spatio-
temporal attention of the Swin 3D blocks performs worse
than the spatial-only attention of the MRSFF ones. This is
due to the fact that the reference frames are not contiguous
in time — see Sec. 3.2 — so there is no temporal correla-
tion between them. Moreover, attention pooling proves to
be more effective in taking full advantage of the reference
frames when compared to simple average pooling. Indeed,
it allows us to select the most valuable features with self-
attention to combine the information coming from the ref-
erence frames into an aggregate representation.

Number of Reference Frames We conduct experiments
on the number of reference frames D, reducing it from 5
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Figure 5. Qualitative results for the synthetic dataset. Best viewed in PDF.

BasicVSR++
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Figure 6. Qualitative results for the real-world dataset. Best viewed in PDF.

to 1 and 3. We expect that a higher number of references
will lead to an improvement in the performance, as more
information would be available for the processed features
to leverage. The lower section of Tab. 3 shows that our ex-
pectation aligns with the experimental results.

5. Conclusion

In this paper, we present TAPE, a novel reference-based
approach for the restoration of analog videotapes. Starting
from real-world videos from an archive, we create a syn-
thetic dataset degraded by artifacts typical of analog video-
tapes. We identify the cleanest frames of a video with CLIP
by using textual prompts that describe different types of
artifact. Then, we exploit those most similar to the de-
graded input frames as references via the proposed Swin-

UNet architecture and the Multi-Reference Spatial Feature
Fusion blocks. MRSFF blocks rely on cross-attention and
attention pooling to recover the missing details in the in-
put frames. Extensive experiments show the effectiveness
of TAPE compared to several state-of-the-art techniques on
both synthetic and real-world datasets. Our results demon-
strate the differences between standard and analog video
restoration, highlighting the need for approaches specifi-
cally designed for this task. In future work, we will develop
a learned degradation model, similarly to [8,31,33], to effi-
ciently create more accurate synthetic videos.
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