Amodal Intra-class Instance Segmentation: Synthetic Datasets and Benchmark
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Figure 1. Overview of the proposed synthetic datasets. We build two challenging datasets of dense intra-class occlusion scenarios and provide detailed ground truth annotations of multiple types.

Abstract

Images of realistic scenes often contain intra-class objects that are heavily occluded from each other, making the amodal perception task that requires parsing the occluded parts of the objects challenging. Although important for downstream tasks such as robotic grasping systems, the lack of large-scale amodal datasets with detailed annotations makes it difficult to model intra-class occlusions explicitly. This paper introduces two new amodal datasets for image amodal completion tasks, which contain a total of over 267K images of intra-class occlusion scenarios, annotated with multiple masks, amodal bounding boxes, dual order relations and full appearance for instances and background. We also present a point-supervised scheme with layer priors for amodal instance segmentation specifically designed for intra-class occlusion scenarios. Experiments show that our weakly supervised approach outperforms the SOTA fully supervised methods, while our layer priors design exhibits remarkable performance improvements in the case of intra-class occlusion in both synthetic and real images.

1. Introduction

Perceiving an entire object, even if it contains invisible segments, is a task that can be easily handled by the human vision system [4, 14], but it is still a challenge for computer vision. This capability, known as amodal perception, is crucial for vision tasks that require reasoning about occluded scenes to ensure reliability and safety, such as robot grasping systems [1] and autonomous driving [27]. With the aim to mimic human amodal perception, amodal instance segmentation extends the traditional instance segmentation by additionally segmenting the occluded regions of each instance. While considerable progress has been made in perceiving visible regions for computer vision [5, 16], amodal instance segmentation has received limited attention.

We tackle a problem not addressed by the previous works: namely, amodal instance segmentation with heavy intra-class occlusion. How to handle the images with intra-class instance occlusion is one big challenge in amodal instance segmentation. Due to the similarity between objects in the same class, intra-class instance segmentation becomes more challenging than inter-class instance segmentation, as class-specific features appear almost everywhere near the occlusion boundary [10]. In particular, perceiving the complete range of entities, including the hidden parts, can be extremely difficult for the machine when multiple
objects of the same class partially overlap within the same region of interest (ROI). In practice, however, there are many scenes with dense intra-class occlusion, such as warehouses and agricultural sites where robots work. In spite of its importance for many downstream tasks, the lack of relevant amodal datasets with detailed annotations hinders explicit learning and modeling of intra-class occlusions.

Our new datasets are valuable to the novel and understudied problem of intra-class occlusion, unseen in previous amodal datasets. Constructing large-scale real datasets with amodal annotations for dense intra-class object occlusions would be costly and subject to bias and inaccuracies arising from manual annotation, thus synthetic datasets that produce accurate ground truth data are more suitable for this problem. Our two synthetic amodal datasets contain a total of over 267K images of intra-class occlusion scenarios with a wide variety of annotation types generated by the automatic data synthesis process. For each instance, the annotation provides modal/visible mask (Fig. 1c), invisible mask (Fig. 1d), and an amodal mask that combines visible and invisible masks (Fig. 1b), integral appearance image (Fig. 1e), layer and occlusion orders (Fig. 1f and Fig. 1g). The rich annotation types mean that our proposed datasets not only work for amodal instance segmentation, but also contribute to other closely related amodal completion tasks, such as order perception of occluded objects and amodal appearance completion that aims to infer the texture of invisible parts of objects.

Using the new datasets to simulate point-based ground truth, we propose a point-supervised method with layer priors for the amodal instance segmentation task, which excels in handling intra-class occlusion. Our large-scale synthetic datasets enable fair comparisons and more thorough training of different methods on accurate ground truth data, and contribute to models’ performance on real images. Experiments show our weakly supervised method outperforms the other state-of-the-art (SOTA) weakly supervised [5, 6, 29] or even fully supervised methods [3, 10, 11, 16, 20, 30] on intra-class occlusion in both synthetic and real images.

Our point-supervised method is well-suited for scenarios with limited or expensive full annotations, making it generalizable to real images. This is a crucial motivation for our approach, as full annotations can often be a limiting factor in many real-world applications. Thus, our method provides an effective benchmark for the challenging intra-class occlusion problem, as well as a practical and scalable solution that can be applied in real-world settings.

The main contributions of this paper are as follows:

• To the best of our knowledge, this is the first work that focuses on amodal instance segmentation of intra-class overlaps. To advance this novel task, we build the largest dataset of amodal images to date.

• This is the first work to utilize point-based supervision in amodal tasks and introduces a novel method to represent multilayer image structure, Layer Priors. The point-based annotation scheme simplifies ground truth collection for future amodal datasets, while importing layer priors shows great effectiveness and simultaneously empowers layer order perception.

• To evaluate the generalisability of our method, we further collect a real dataset to test the proposed model trained on the synthetic dataset. Experimental results on both the synthetic and real datasets demonstrate that our proposed weakly supervised approach outperforms the existing SOTA weakly supervised and fully supervised methods.

2. Related Work

2.1. Amodal Instance Segmentation

Amodal instance segmentation assigns pixel-level categorical labels to visible and invisible regions of occluded objects to achieve amodal shape perception. The methods of amodal instance segmentation can be divided into two types depending on the supervision manner. Most of the previous related work applied full supervision. Typical strategies involve the use of additional amodal branches [10, 13, 27], or prior cues [32, 35] on networks designed for modal perception to achieve amodal instance segmentation. However, previous approaches that treat the input image as a single layer are prone to fail in ROIs containing intra-class instance occlusion [15]. Our approach of treating an image as multilayer rather than single layer [5] or bilayer [15] thus helps to account for more complex occlusions and also makes it possible to perform multilayer order perception.

Another type of method makes an effort to alleviate the need for supervision. Considering weak supervision is particularly valuable for amodal perception tasks, as per-pixel manual annotators are expensive and usually fail to provide trustworthy ground truths due to subjective assumptions about invisible regions [9], while computer-generated synthetic data suffer from a domain gap with the real-world scene. Previous amodal approaches suggested mitigating supervision by artificially covering the occluder’s mask [34] or boundary [26] to generate pseudo-ground truth. Compared to pseudo-ground truth, the point-based weak supervision adopted in this paper provides more trustworthy ground truth for a data-driven approach. The point annotation scheme requires annotating only ten random points rather than the entire mask per object [5], which is particularly beneficial for amodal instance segmentation as fewer annotations reduce the bias introduced by manual annotation and expensive pixel-level labeling costs.
<table>
<thead>
<tr>
<th>Dataset</th>
<th># Img</th>
<th># Instances</th>
<th>Occluded # Instances</th>
<th>Avg. Occ. Rate %</th>
<th>Mask</th>
<th>Appearance</th>
<th>Layer Order</th>
<th>Occ. Order</th>
<th>Target group</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCOA [36]</td>
<td>5,073</td>
<td>46,314</td>
<td>28,106</td>
<td>18.8</td>
<td>✓</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>COCO</td>
</tr>
<tr>
<td>D2SA [10]</td>
<td>5,600</td>
<td>28,720</td>
<td>16,337</td>
<td>15.0</td>
<td>✓</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>Groceries</td>
</tr>
<tr>
<td>KINS [27]</td>
<td>14,991</td>
<td>190,626</td>
<td>99,964</td>
<td>19.8</td>
<td>✓</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>Vehicles</td>
</tr>
<tr>
<td>Intra-AFruit (Ours)</td>
<td>255,000</td>
<td>819,856</td>
<td>521,772</td>
<td>30.6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Fruits</td>
</tr>
</tbody>
</table>

Table 1. Summary of some related amodal datasets. The proposed Intra-AFruit provides the largest amount of data and the richest available annotation types and focuses on a new target group, fruits. COCO refers to object categories in the COCO dataset [22].

2.2. Amodal Perception Datasets

A major challenge associated with the study of amodal perception is the lack of large-scale amodal datasets. Popular large-scale datasets for instance segmentation [8, 22] focus only on visible regions but not the hidden parts. To serve the amodal task, a few amodal datasets have been created with additional annotations to include the invisible parts. COCOA [36] provides class-agnostic amodal segmentation of each annotated segment for thousands of images from COCO [22] using inferences from human annotators. COCOA-cls [10] further annotates parts of images from COCOA [36] with class-specific amodal instance masks. As a small dataset with a large number of object categories tends to lead to model overfitting, some amodal datasets focus only on vehicles or humans [23, 33, 35]. Although certain datasets feature scenes with vehicle occlusion [2, 27], the vehicles in these scenes often span multiple classes (e.g., car, van, truck, tram) and may be intermingled with human subjects, hence failing to serve the specific purpose of investigating intra-class occlusion issues. There is an urgent need for amodal datasets that explicitly support the study of intra-class occlusion.

Our dataset Intra-AFruit is explicitly built for the amodal perception of intra-class occlusion of fruits and vegetables as it facilitates wide-ranging applications, such as automated harvesting, robotic stock building for supermarkets and fruit quality control [25]. In particular, we differ from the above amodal datasets in two main aspects: (1) We introduce for the first time a dataset containing extensive intra-class dense occlusion scenarios for amodal perception research. (2) Intra-AFruit is much larger than the above dataset and provides four types of annotations, including amodal instance masks, amodal visual appearance and dual-order relations. In contrast, the other datasets provide only some of these annotations (see Tab. 1). As a large-scale dataset with diverse annotations, Intra-AFruit is promising for various amodal perception tasks.

3. The Amodal Fruits Dataset

Some amodal datasets [27, 36] are created through human annotators. However, manual annotation is expensive, time-consuming and tends to provide inconsistent and inaccurate hallucinations for invisible regions. For example, different annotators may have different levels of detail and guesswork for invisible regions, and providing a complete appearance of a large number of occluded areas is extremely difficult. In contrast, synthetic images can provide a large number of accurate and detailed annotations at a low cost.

We present a large-scale synthetic Intra-class Amodal Fruits dataset (Intra-AFruit). It is divided into two parts, with 210,000 images for training and 45,000 images for testing. Note that the instances in the training and test sets are from the training and test sets of the Fruits-360 [24] respectively, so the instances in the test images are unseen in the training set. We also create a Amodal Common objects (ACom) dataset to diversify the object categories beyond fruits and vegetables. We additionally created two datasets for testing purposes: an Inter-class Amodal Mixed Fruits dataset (Inter-AMix) and a real dataset (see Fig. 2). In contrast to Intra-AFruit, Inter-AMix considers occlusion scenes of multiple categories of objects by randomly picking instances among all categories. As another part of the test, we collected a real-world image dataset of intra-class occlusion scenes containing 102 images and 317 instances. These real images are annotated by a human annotator based on estimating the occluded parts. In this section, we describe and analyse our datasets with informative statistics.
### 3.1. Data Generation

**Image Acquisition.** To generate the synthetic data, we use the processed images from the Fruits-360 [24] as foreground objects and the images from the DTD [7] as backgrounds. Our dataset contains different fruits and vegetables with a total of 10 categories (see Tab. 2), and their labels follow the original Fruits-360’s [24] categories.

In creating Intra-AFruit, we considered the various challenges that can be faced in practical applications, such as highly occluded scenarios, objects of different sizes and angles, the location of different layers, and complex backgrounds. Concretely, each image contains between 2 and 5 instances with random rotation angles and sizes of a single category to ensure sufficient intra-class occlusion scenes in the dataset. The background of each image is randomly sampled from the DTD [7] and resized to 256*256 pixels. The diversity of backgrounds facilitates the robustness of the trained model to different backgrounds. Image samples containing completely invisible instances (i.e., no visible pixels) are discarded, which follows the sense of human amodal perception [4], i.e., perceive the occluded region through the visible part of the object. After filtering, the number of preserved images reaches 255K, which we believe is sufficient for modelling such intra-class scenarios.

**Annotations.** As the Intra-AFruit instances are composited layer by layer onto the background, all annotations are automatically and accurately provided during the data generation process. The annotations consist of (1) Three types of instance masks, including visible, invisible and amodal masks. Multiple masks are essential for amodal methods that require various types of masks [10, 32]; (2) Two types of order between instances. Occlusion order considers instances that share overlapping areas of amodal masks, including direct and indirect pairwise occlusion. Layer order, on the other hand, considers the relative distance to the camera. Instances in a cluster are labelled in order of proximity to distance, i.e., the layer of unoccluded objects is denoted as 0, then add 1 for instances directly occluded only by instances of layer 0, and so on. The different types of orders are considered to complement each other and facilitate the work of amodal order perception [19]. For instance, an object may not occlude another object from a different layer; (3) The entire appearance of each instance and background, which provides the ground truth for the subsequent amodal appearance completion task.
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**Figure 3.** An example of our point-based amodal instance annotation scheme for one of the instances in the image. For each instance, we randomly collected 10 points in its amodal bounding box (green) and labelled each point as an instance (red) if the point was within the amodal mask, while other sampled points in the box received the background labels (blue). In this way points located within the entire object are treated as instances, even if part of the object is being occluded.

![Distribution of instances in each layer for Intra-AFruit and Inter-AMix](image3.png)

**Figure 4.** Distribution of instances in each layer for (a) the Intra-AFruit dataset and (b) the Inter-AMix dataset. The numbers on the x-axis represent the layers. Depending on the occlusion of instances in the image, each image has up to five layers, where layer 0 represents fully visible instances and higher numbers indicate more deeply occluded layers.

In addition, to support our point supervision approach, we generate point annotations based on the amodal mask. Specifically, for each instance, we use the instance’s amodal bounding box and 10 randomly sampled points from the box, including the invisible parts. We annotate each point as either the object (even if it belongs to an invisible part) or the background (see Fig. 3).

![Pipeline](image4.png)

**Figure 3.** The pipeline to create ACom, except for using the processed images from OmniObject3D [31] as the foreground objects. ACom contains 10 categories of common objects, including anise, biscuit, bottle, candy, conch, donut, fire extinguisher, hammer, hat, and toothpaste.
Figure 5. Overview of our network architecture. During training, we used only the 10-point annotation with the layer priors as supervision rather than the full mask. Cascade ROI heads include bounding box branches (denoted by "B") and mask branches (denoted by "S"). Note that box branches perform box regression and classification. The network generates a different weighted point head for each detected instance and then combines point features and coordinates for point predictions. Finally, the subdivision mask rendering algorithm [16] is used to refine the instance mask from point-wise predictions.

3.2. Dataset Statistics

Intra-AFruit consists of 255,000 images with 819,856 instances belonging to 10 categories, of which 675,115 instances are in the training set and 144,741 instances in the test set. Tab. 2 shows the distribution of the instance categories. In addition to Intra-AFruit's training and test sets, we have kept a validation set containing 45,000 images and 144,542 instances for future use. The Inter-AMix dataset, which is used to test the model’s generalisation performance, consists of 8,067 images with 26,508 instances. As shown in Fig. 4, the instances of Intra-AFruit and Inter-AMix have similar distributions in the layers. ACom has 12,500 images and 45,485 instances in 10 categories, of which 36,276 instances are in the training set of 10,000 images, and 9,209 instances are in the test set of 2,500 images.

4. Proposed Method

Most modern instance segmentation methods with fully convolutional networks use non-maximal suppression (NMS) to remove densely overlapping proposal boxes for each class. This strategy, however, implicitly ignores scenes with highly occluded instances within classes and results in the inaccurate bounding box and mask predictions. Meanwhile, weakly supervised methods with the easier acquisition of ground truth annotations are urgently needed to make amodal segmentation applicable to a wide range of scenarios. To address these issues, we propose a conceptually simple but effective Pointly-supervised scheme with Layer priors for amodal Intra-class instance segmentation (PLIn).

In this section, we describe the details of the proposed method, PLIn. Our goal is to predict the amodal mask for all instances of a given image. During training, the inputs to our model are the amodal bounding box, the 10 annotation points for each instance, and the layer order in which they are located. The simple strategy of bringing in layer priors allows the model to build separate representations for each layer and thus capture intra-class occlusions efficiently. Our approach follows a two-stage instance segmentation method of detecting before segmenting. Specifically, there are three major modules in PLIn: the backbone network, the Regional Proposal Network (RPN), and the Cascade ROI heads. Fig. 5 gives an overall view of PLIn. We follow the point supervision strategy of Implicit PointRend [5], where different weighted point heads are generated for each detected instance, and then combined with point features and coordinates to make point predictions. As the last step, the subdivision mask rendering algorithm in [16] is used to refine instance masks with point predictions.

4.1. Layer Priors

Multiple overlapping intra-class instances in neighboring ROIs may cause a failure of object recognition and instance segmentation. A primary reason for this is that many SOTA of segmentation methods, including Mask-RCNN [11] and its variants [3, 5, 10, 16], as well as some anchor-free methods [20], employ NMS in the inference process to remove dense overlapping proposal boxes. However, the classical NMS shows drawbacks in images containing dense occlusions because of the tendency to erroneously remove the boxes of highly occluded instances. This can be particularly fatal for amodal instance segmentation that focuses on densely occluded scenes and invisible regions. As an improvement, a popular NMS strategy performs NMS for each class independently so that overlapping boxes from different classes are less likely to be discarded mistakenly. This strategy, however, does not work well for scenarios containing a large number of highly occluded instances of the same class.

In order to mitigate this limitation, our proposed approach extends existing instance segmentation methods by adding layer priors, i.e. decoupling overlapping objects into multiple image layers. This allows the model to capture
intra-class occlusion situations well during inference.

We use the layer priors to explicitly separate occlusion patterns by treating overlapping objects as instances of different layers. Let $L(i)$ denote the layer of instance $i$. The occlusion of instance $i$ by any instance in set $S_i$ (where $S_i$ is the set of instances that occlude $i$) can be represented by the function $O(i, j)$, where:

$$O(i, j) = \begin{cases} 
1, & \text{if } i \text{ is occluded by } j \\
0, & \text{otherwise.} 
\end{cases}$$

The layer order for instance $i$ is defined as:

$$L(i) = \begin{cases} 
0, & \text{if } S_i = \emptyset \\
1 + \max_{j \in S_i} L(j), & \text{otherwise.} 
\end{cases}$$

Then, we construct the \{category, layer\} pairs for each instance as inputs to the model, and the network treats each \{category, layer\} pair as an individual class, as shown in Fig. 6. Correspondingly, the model predicts a \{category, layer\} pair for each detected instance. To produce a typical class-based prediction, we can add a simple post-processing step that ignores the predicted layer order.

Since intra-class instances obscuring each other are defined as being in different layers, they are prevented from being erroneously removed during the NMS process. Furthermore, by introducing layer priors, the trained model has the ability to perceive the layer order for the instances simultaneously.

4.2. Point-based Supervision with Cascade Strategy

Point-based annotations provide an alternative to the expensive per-pixel annotations typically required in instance segmentation algorithms by alleviating the need for supervision. Although efforts have been made to design point-based supervision for modal instance segmentation [5, 18], there is still a research gap in extending to amodal instance segmentation.

We bring the point-supervised design for modal instance segmentation [5] to the amodal task and improve it for intra-class occlusion. By modifying the loss calculation of the mask branch, point-based supervision uses only the ground truth of points rather than the entire mask. Instead of training using matched regular grid labels from the full ground truth masks, point supervision uses bilinear interpolation to approximate the exact location of ground truth points. Once the predicted results and ground truth labels are available for the same points, the cross-entropy loss on the points can be applied, with the gradients propagated by bilinear interpolation.

However, the point-supervised approach may fail in intra-class occlusion scenarios due to multiple overlapping instances from the same category. As an improvement, we not only introduce layer priors to represent multilayer image structure, but also adopt the Cascade strategy which is more effective for intra-class overlap.

We utilised a 3-stage cascade training strategy [3] that considers three IoU thresholds (0.5, 0.6, 0.7, respectively) instead of one to improve the quality of the detection. Detection is the first stage of our two-stage process, so a high-quality detector is crucial for subsequent segmentation. Cascade training uses the previous stage’s output as input for the next stage, effectively adapting to the different input proposals.

4.3. Augmentation

**Point-based Augmentation.** The limited number of available data points may lead to a performance gap between point supervision and full supervision as training grows. To avoid this, we adopt the point-based data augmentation in [5], where 5 points are randomly sub-sampled in each training iteration instead of using all 10 points.

**Test-Time Augmentation.** As opposed to most data augmentation techniques which augment data during the training phase, Test-Time Augmentation (TTA) is commonly used to generate more robust predictions in the testing phase [12, 17, 28]. Using TTA, the model gives a final output according to the average of the predictions made by multiple transformed versions of a given test image.

5. Experiments

5.1. Experimental Setup

**Datasets.** All experiments are conducted on our new datasets due to the lack of existing intra-class occlusion amodal datasets. We train models on the split of IntraAFruit’s training set (210K images) with the same settings and evaluate performance on the split of Intra-AFruit’s test set. To further investigate the predictive capability of models in unseen scenes, we validate their generalization ability using real images and the Inter-AMix dataset containing inter-class occlusion scenes. By testing the models trained on our synthetic dataset on real images, we can assess their potential for real-world applications. Also, segmenting the
We present a qualitative comparison of existing instance segmentation methods on an Intra-AFruit test image with severe intra-class occlusion in Fig. 8. In the top example,

amodal mask for Inter-AMix images is much more difficult as the model has only seen intra-class occlusion during training.

Note that the fully supervised methods are supervised with full amodal instance mask annotations, while the point supervised methods use only 10 labelled points.

Evaluation Metrics. We adopt the average precision (AP) of the standard COCO-style [22], averaged over IoU thresholds from 0.5 to 0.95 with a step size of 0.05.

5.2. Ablation Study

We follow the idea of collecting 10 points for each instance in [5], which is a trade-off between annotator workload and model performance. As our model performs segmentation and layer order prediction simultaneously, in this section, we evaluate it from both perspectives.

We validate the effectiveness of different components proposed for PLIn. Tab. 3 presents quantitative comparisons of some ablation experiments performed on our Intra-AFruit dataset. To fairly compare the predictive power in instance amodal bounding boxes and masks, we ignore the predictive power for the instance layer here. We extend the existing SOTA point supervision approach for modal instance segmentation [5] to amodal intra-class instance segmentation by introducing layer priors and Cascade strategy. Both the introduction of the layer priors to modelling and the use of the Cascade strategy produced noticeable improvements compared to the baseline, where using only the layer priors obtained a better $A P_{Mask}$ and the only Cascade strategy achieved a better $A P_{Box}$. The results demonstrate that by incorporating the layer priors and the Cascade strategy, PLIn achieves better overall performance. In particular, as shown in Fig. 7, for images with multiple overlapping objects of the same category in neighbouring ROIs, PLIn’s design reduces mask conflict between highly overlapping instances. TTA also slightly improves performance.

Further exploration of the performance of the different layers based on layer priors is shown in Tab. 4. Instead of treating object categories as a basis for classification, we use the layer order of the instances without regard to item categories because we try to analyse the effect of the Cascade strategy and TTA on the performance of different layers.

A typical failure mode we observed was unobstructed instances at layer 0 having the highest AP, while instances at deeper layers are harder to predict. This may be because the highly occluded objects are more challenging, but it’s also worth noting that deeper layers have far fewer training instances (refer to Fig. 4). From the results, we can conclude that the models using the Cascade strategy show better performance at every layer level, while the one using TTA as post-processing achieves the best performance at most layer levels. Overall, introducing the layer priors empowers the model to better predict the layer in which the instance falls. At the same time, further incorporating the Cascade training strategy and TTA post-processing improves the amodal segmentation results for all occlusion layer levels.

5.3. Comparisons to Other Networks

We compare our method with the SOTA instance segmentation methods with the same ResNet-50-FPN [12, 21] backbone. All methods are trained on the Intra-AFruit training set with the same experimental setup and use ImageNet [17] pre-trained weights. TTA was omitted in all methods (including ours) as it is time-consuming but produced limited improvement (see Tab. 3).

We present a qualitative comparison of existing instance segmentation methods on an Intra-AFruit test image with severe intra-class occlusion in Fig. 8. In the top example,
Figure 8. Qualitative results comparison of the amodal instance masks predictions on our Intra-AFruit test set (top) and a real-world image (bottom) by d) Mask R-CNN [11], e) Cascade R-CNN [3], f) ORCNN [10], g) CenterMask [20], h) PointRend [16], i) PointSup [5], j) AISFormer [30] and c) Ours. * Indicates methods designed specifically for amodal mask prediction. We show predictions with confidence greater than 0.5. We also give the estimated amodal bounding boxes as a reference for detection. Some methods fail to detect adjacent instances while others yield less reasonable estimates compared to ours.

Table 5. Comparison of our approach and other alternatives. PLIn using only 10-point supervision achieves the best results on the Intra-AFruit test set, and shows better generalisation than most above methods on the Inter-AMix test set. * Indicates whether a method was initially designed for amodal or modal instance segmentation.

Table 6. Comparison of our approach and other alternatives on ACom. PLIn outperforms other methods on the ACom test set.

PLIn predicts more reasonable bounding boxes and shapes for the two instances at the top of the image, despite being heavily occluded from each other. In the bottom example, PLIn predicts more reasonable shapes for both fully visible and partially occluded objects in a realistic image.

As seen in Tab. 5, with the introduction of the layer priors, our weakly supervised method outperforms the best-available methods by more than 9.63% in $A_P^{Box}$ and more than 6.97% in $A_P^{Mask}$ on the Intra-AFruit test set of intra-class occlusion scenes. Regarding the generalisation ability tested on the unseen Inter-AMix dataset, the mask performance of PLIn is also optimal; although PLIn is second in $A_P^{Box}$ to the fully supervised approach of [3], PLIn is able to simultaneously perform layer order perception while being trained using only 10-point supervision. PLIn also outperforms other methods by a large margin on the real images test set, proving that our weakly supervised approach has greater potential for generalisation to real images, where the annotation is expensive. We also conducted experiments on the ACom dataset to verify the performance of our approach on a broader range of objects beyond fruits and vegetables (see Tab. 6).

6. Conclusion

We present new datasets and a weakly supervised strategy to solve the novel problem of amodal instance segmentation with heavy intra-class occlusion. The datasets with extensive annotation will facilitate future amodal completion tasks such as object order perception and inpainting. The proposed method effectively mitigates the negative impact of NMS on overlapping intra-class instances by introducing layer priors, while applying point supervision to amodal segmentation for the first time with an improved training strategy for scenarios of intra-class occlusion. Notably, experiments show that our method performs better than existing methods on our two synthetic intra-class occlusion datasets and real images. Meanwhile, we provide a benchmark for simultaneous amodal instance segmentation and layer order perception.


