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Abstract

Event cameras detect changes in per-pixel intensity to generate asynchronous ‘event streams’. They offer great potential for accurate semantic map retrieval in real-time autonomous systems owing to their much higher temporal resolution and high dynamic range (HDR) compared to conventional cameras. However, existing implementations for event-based segmentation suffer from sub-optimal performance since these temporally dense events only measure the varying component of a visual signal, limiting their ability to encode dense spatial context compared to frames. To address this issue, we propose a hybrid end-to-end learning framework HALSIE, utilizing three key concepts to reduce inference cost by up to $20\times$ versus prior art while retaining similar performance: First, a simple and efficient cross-domain learning scheme to extract complementary spatio-temporal embeddings from both frames and events. Second, a specially designed dual-encoder scheme with Spiking Neural Network (SNN) and Artificial Neural Network (ANN) branches to minimize latency while retaining cross-domain feature aggregation. Third, a multi-scale cue mixer to model rich representations of the fused embeddings. These qualities of HALSIE allow for a very lightweight architecture achieving state-of-the-art segmentation performance on DDD-17, MVSEC, and DSEC-Semantic datasets with up to $33\times$ higher parameter efficiency and favorable inference cost (17.9mJ per cycle). Our ablation study also brings new insights into effective design choices that can prove beneficial for research across other vision tasks.

1. Introduction

We often see house-flies seamlessly navigating through cluttered spaces, supporting such complex movements with just a few million neurons [1]. Yet, modern autonomous systems with significantly higher compute capability and near unlimited resources [2] still fail to replicate the comprehensive real-time scene understanding achieved by these tiny biological systems with very low power budgets. In this work, we discuss these shortcomings for the task of semantic segmentation which is an important building block in the perception pipeline for autonomous navigation systems.

Present-day segmentation falls back on conventional frame cameras that share little with the biological eye in their scene capturing mechanism [3,4]. They sample intensity frames synchronously at constant and large time intervals. In addition, they fail to capture information in challenging scenarios with HDR and motion blur, leading to the loss of essential scene details. In safety-critical applications like automotive, this may come at the cost of fatalities. Increasing the sampling rate would enable them to capture high speed motion but leads to redundant background information retrieval along with elevated energy consumption.

To circumvent these issues, researchers have explored event cameras [5–7] as an alternate sensing modality. Event sensors asynchronously measure changes in per-pixel intensity to output sparse data streams at high temporal resolution (10μs vs 3ms), higher dynamic range (140dB vs 60dB) and significantly lower energy (10mW vs 3W) compared to frame cameras. These properties make event cameras enticing for high-speed segmentation. However, the event stream only contains information about pixels experiencing intensity changes, rendering the retrieval of dense contex-
key components that enable us to alleviate expensive inference cost and high parameter requirements while retaining semantic performance at low latencies. The main contributions of our work are as follows: We propose HALSIE, a simple and efficient composable architecture with (1) novel hybrid spatio-temporal feature extraction scheme to effectively combine events and frames allowing better information retrieval from a scene (compared to these modalities working independently), (2) and multi-scale cue mixing to enable powerful cross-domain feature integration between the aggregated temporal features and current spatial feature. Our method is lightweight, inference-efficient and still offers state-of-the-art performance for semantic segmentation. (3) We evaluate HALSIE on real-world DDD-17 [26], MVSEC [27], and DSEC-Semantic datasets [18] and demonstrate up to 9% improvement over the best performance reported so far with significant energy savings. In addition, we also provide insights into the various components of our method that contribute to these results.

2. Related Works

With event cameras showcasing great potential for semantic segmentation, there have been several efforts in recent years exploring this emerging research direction.

Recent works explore using stateless ANNs with dense event representations, discarding temporal correlation across the event window by representing them as channels. Initial work to adapt events for semantic segmentation in [28] used an Xception-type network [29] to achieve robust performance in corner case scenes suffering from over-exposure. The authors published the first event-based segmentation dataset with semantic labels [26] generated on synchronised grayscale frames from DAVIS346B [5,6]. Researchers in [30] showed improvements over [28] by training on an augmented dataset comprising real and synthetic events converted from videos. However, they require video datasets, very few of which exist for the task. Improving upon their approach, authors in [31] attempt to exploit knowledge learned from high-quality labeled image datasets such as Cityscapes [32] for unpaired event data, and report better performance. However, their knowledge distillation process leads to much higher compute costs. In contrast, [33] relies on event-to-image transfer but fails to consider any network blocks to address the inherent temporal correlation in events. Instead, [34] reports a method for ‘image-to-event transfer’ that splits the embedding space into motion-specific features shared by events and images using adversarial learning. However, their method depends on hallucination of motion from images to generate fake events and is prone to mode collapse [35].

A second research direction uses temporal recurrence in dense neural networks to achieve better semantic performance with events. Efforts have been made in event-to-image reconstruction methods, with authors in [19] us-
3. Method

Our segmentation approach is designed to process a stream of events sequentially as they arrive. In every timestep, our network takes a new event bin as input and relies on the accumulated neuronal state from previous inputs to produce temporal feature maps. After mixing the current spatial features and aggregated temporal features, the fused embeddings are used as input to the decoder. Fig. 4 shows an overview of the HALSIE architecture.

3.1. Input Processing

We characterize event data in the Address Event Representation (AER) format as a tuple \( e_i = (x_i, y_i, t_i, p_i) \) that occurs at pixel \((x_i, y_i)\) at time \(t_i\), and with polarity \(p_i \in \{0, 1\}\). In this work, we employ a simple yet effective pre-processing method to map events into a grid-like presentation. Our preprocessing step starts with discretizing an aggregated event volume as follows: For a set of \( N \) input events \( \{(x_i, y_i, t_i, p_i)\}_{i \in [1,N]} \) between two consecutive grayscale images and a set of \( B \) event bins to be created within this event volume, we generate discretized event bins using bilinear sampling kernels \( k_b(\sigma) \) [43]:

\[
t^* = (B - 1)(t_i - t_1)/(t_N - t_1)
\]

\[
V(x, y, t) = \sum_i p_i k_b(x - x_i) k_b(y - y_i) k_b(t - t^*)
\]

\[
k_b = \max[0, 1 - |\sigma|]
\]

In words, we generate \( B \) temporal bin tensors, each having ON/OFF polarity channels containing the number of positive or negative events within each bin, passed sequentially as timesteps through the TFE module to preserve the inter-bin temporal correlation. The intuition behind a multi-channel representation is to allow the network to learn pixel ownership for moving objects (pixels on the same object will move in the same direction, and generate spatially close iso-polarity events) while capturing short-term temporal correlation over timesteps. We use GT-labels on the latter grayscale image in the event window as done in prior art [18, 28, 31, 33]. Other more complex representations exist [44–46], but their thorough evaluation is not our focus.

3.2. Mixing Spatial and Temporal Features

The HALSIE architecture features a deep hybrid encoder-decoder network for end-to-end learning. To efficiently extract rich spatiotemporal (ST) features from the complementary sensors, we design a dual-path encoder comprising an ANN-based Spatial Feature Extractor (SFE) for frames and an SNN-based Temporal Feature Extractor (TFE) for events. We enable incorporating a higher effective receptive field by using a \( 3 \times 3 \) convolution with overlapping kernels in both encoders that at the same time spatially decimates the feature map from the previous encoder step (number of channels is scaled up by a factor of 2).
Figure 4. Overview of the proposed HALSIE framework. Given a set of inputs, the TFE and SFE blocks extract rich temporal and spatial embeddings. Temporal Accumulator (TA) and Multi-Scale Mixer (MMix) modules combine analog \( u_{\text{mem}} \) and \( u_{\text{space}} \) features by specially designed feature-mixing scheme. Finally, the MMix block interfaces with the segmentation head to generate dense semantic maps.

**Temporal Feature Extraction** We opt for spike-based temporal feature aggregation with Leaky-Integrate-and-Fire (LIF) [47, 48] neurons at each layer in the TFE. LIFs are amongst most widely used bio-inspired spiking neuron models because of their inherent ability to ‘remember’ and ‘recall’ past information, skipping computation on neuromorphic hardware if they haven’t received any input event (event-driven computation). We characterize the internal dynamics of our LIF neuron model as follows:

\[
\begin{align*}
\dot{u}^{l}_{\text{mem}}[t] & = w^{l}[t] - \lambda^{l}u^{l}_{\text{mem}}[t-1] - v^{l}_{\text{th}}o^{l}[t-1] \\
o^{l}[t] & = H(u^{l}_{\text{mem}}[t] - v^{l}_{\text{th}})
\end{align*}
\]

where \( H \) represents the Heaviside step function [49]. At timestep \( t \), weighted output spikes from the previous neuron \( l-1 \) are accumulated in the membrane potential \( u^{l}_{\text{mem}}[t] \) of the neuron \( l \) creating a ‘short-term memory’. At the same time, \( u^{l}_{\text{mem}}[t] \) of the neuron \( l \) decays by a leak factor \( \lambda^{l} \) to represent ‘forgetting’. Once the accumulated membrane potential exceeds the firing threshold \( v^{l}_{\text{th}} \), the neuron generates a binary spike output \( o^{l}[t] \). \( u^{l}_{\text{mem}}[t] \) is reset using the ‘soft reset’ strategy [50, 51] after all the \( B \) temporal bins are processed. We regard this sparse potential accumulation, decay, and resting process as an efficient temporal memory, motivating us to investigate the SNN layers for temporal feature extraction. We characterize the internal dynamics of our LIF neuron model as follows:

\[
\begin{align*}
\dot{u}^{l}_{\text{mem}}[t] & = w^{l}[t] - \lambda^{l}u^{l}_{\text{mem}}[t-1] - v^{l}_{\text{th}}o^{l}[t-1] \\
o^{l}[t] & = H(u^{l}_{\text{mem}}[t] - v^{l}_{\text{th}})
\end{align*}
\]

**Spatial Feature Extraction** The ANN-based SFE branch adopts channel-wise dependencies to extract rich texture cues, which we call spatial potential maps \( u_{\text{space}} \), from synchronized grayscale images of the DA VIS sensor temporally closest to the event bins. If multiple such images are available over a temporal window, they can be fed as separate channels at the input. Each SFE block comprises a conv. layer with overlapping kernels, batch-norm (BN) [56] and a LeakyReLU activation [57]. We further study the SFE branch as part of our architecture variation in the ablation studies in Sec. 4.5.1.

**3.3 Multi-scale Mixer**

In the subsequent step, resulting temporal and spatial embeddings, \( u_{\text{mem}} \) and \( u_{\text{space}} \), are mixed using a multi-
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space and \( u^l \)) from the last encoder layer pass through a Multi-scale Mixer (MMix) block with each branch of the cell employing decoupled rate 3 \( \times 3 \) dilated convolutions [13]. By enabling different sampling rates \( r_h \times r_w \) for each dilated conv. cell, we capture object scales with different aspect ratios, and create a more diverse feature space with each branch of the block building local multi-scale contextual information through parallel or cascaded representations. More details regarding the decoupled sampling rates for the model can be found in the supplementary. As a next step, the low-level \( u^l \) maps and multi-scale high-level \( u^h \) maps are concatenated after channel-mixing (1 \( \times 1 \) or pointwise convolutions) corresponding to global, dilated mixed features \( u^{mix} \).

3.4. Semantic Head

For the semantic head, we adopt a lightweight task de-

coder consisting of 2 [((3\( \times 3 \) conv) \( \rightarrow \) (BN) \( \rightarrow \) (ReLU)) blocks followed by a (1 \( \times 1 \) conv) and upsampling layer to predict the segmentation mask. We examine the \( u^{mix} \) feature maps as a toolkit to visualise and interpret why such a simple decoder design works well for our method and discuss results in Sec. 4.5.1.

4. Experiments and Evaluation

4.1. Setup

Our models are trained 100 epochs with the ADAM optimizer [58] using a MultiStepLR learning rate schedule to scale the learning rate by 0.7 every 10 epochs. We use a weighted pixel-wise cross entropy loss to examine each pixel individually. Unlike standard backpropagation in ANNs, gradient computation in SNNs is not straightforward since LIF neurons have a spiking mechanism that generates non-differentiable threshold functions. We enable learning with surrogate gradients to approximate the gradient of the Heaviside step function during backpropagation [59, 60] in our TFE branch and use the inverse tangent surrogate gradient function with width \( \gamma = 100 \) (to allow sufficient gradient flow) since it is computationally inexpensive. To construct event representations, we discretize the event window between consecutive frames into \( B = 10 \) temporal bins and pass them along with the synchronized grayscale frames to the TFE and SFE branches respectively. To estimate energy costs for a single inference, we use the number of floating point operations (FLOPs) performed by the network per inference cycle. For details on computing approximate inference energy, refer to the supplementary material.

4.2. Evaluation on DDD-17 Dataset

Dataset and Training Details: We use the publicly avail-
able driving scene dataset DDD-17 [26], containing 40 different driving sequences of synchronized grayscale images and event streams. Due to the low resolution of the DAVIS camera, several classes are fused to create labels for six merged classes. From the provided sequences, this work uses a training set of 15,584 frames and a test set of 3,584 frames. Maintaining parity with prior art [28,30,31], we use constant integration time event bins with \( T = 50\text{ms} \). Our data augmentation includes random flips and rotations on inputs and cropping them to 192\( \times 192 \) size images. We train batch sizes of 32 on an initial learning rate of \( 8e^{-4} \), and report accuracy and mean intersection over union (mIoU) on our semantic maps to evaluate performance.

Results: Quantitative results are reported in Table 1 and visualized in Fig. 5. We compare our approach with existing works such as [28, 30, 31, 33, 34] that do not leverage temporal correlation between events, and find that our hybrid framework leverages the complementary events and frames with efficient spatio-temporal learning to consistently outperform them and achieve new state-of-the-

Table 1. Comparison on test set of DDD-17, measured by accuracy and mIoU. Best results in \textbf{bold} and second best \underline{underlined}. Parameter efficiency and inference energy cost is computed on standard 45nm CMOS process [55] (See suppl. material for details).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy [%]</th>
<th>mIoU [%]</th>
<th>Network</th>
<th>Params(\times 10^6)</th>
<th>#FLOPSANN(\times 10^6)</th>
<th>#FLOPS(\times 10^6)</th>
<th>(E_{\text{Total}}) ((mJ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV-SegNet [28]</td>
<td>89.76</td>
<td>54.81</td>
<td>ANN</td>
<td>29.09</td>
<td>73.62</td>
<td>-</td>
<td>338.65</td>
</tr>
<tr>
<td>EvDistill [31]</td>
<td>-</td>
<td>58.02</td>
<td>ANN</td>
<td>59.34</td>
<td>12.45</td>
<td>-</td>
<td>57.27</td>
</tr>
<tr>
<td>DTL [33]</td>
<td>-</td>
<td>58.80</td>
<td>ANN</td>
<td>60.48</td>
<td>16.74</td>
<td>-</td>
<td>77.01</td>
</tr>
<tr>
<td>Spiking-Deeplab [39]</td>
<td>-</td>
<td>33.70</td>
<td>SNN</td>
<td>4.14</td>
<td>-</td>
<td>54.34</td>
<td>48.91</td>
</tr>
<tr>
<td>E2ViD [19]</td>
<td>83.24</td>
<td>44.77</td>
<td>ANN</td>
<td>10.71</td>
<td>16.65</td>
<td>-</td>
<td>76.59</td>
</tr>
<tr>
<td>EV-Transfer [34]</td>
<td>47.37</td>
<td>14.91</td>
<td>ANN</td>
<td>7.37</td>
<td>7.88</td>
<td>-</td>
<td>36.25</td>
</tr>
<tr>
<td>ViD2E [30]</td>
<td>90.19</td>
<td>56.01</td>
<td>ANN</td>
<td>29.09</td>
<td>73.62</td>
<td>-</td>
<td>338.65</td>
</tr>
<tr>
<td>ESS [18] (E)</td>
<td>91.08</td>
<td>61.37</td>
<td>ANN</td>
<td>12.91</td>
<td>14.22</td>
<td>-</td>
<td>65.41</td>
</tr>
<tr>
<td>ESS [18] (E+(F))</td>
<td>90.37</td>
<td>60.43</td>
<td>ANN</td>
<td>12.91</td>
<td>14.22</td>
<td>-</td>
<td>65.41</td>
</tr>
<tr>
<td>Ours (HALSIE)</td>
<td>\textbf{92.50}</td>
<td>\underline{60.66}</td>
<td>Hybrid</td>
<td>\textbf{1.82}</td>
<td>\textbf{3.84}</td>
<td>\textbf{0.267}</td>
<td>\textbf{17.89}</td>
</tr>
</tbody>
</table>
Compared to prior art, our highly lightweight hybrid framework generates more reliable predictions with up to 72.7% lower inference energy (gray: background; green: vegetation; blue: vehicle; violet: street; yellow: object; red: person).

ESS [18] which uses a recurrent event encoder to hallucinate motion-invariant event embeddings in the event only (E) and event+frame (E+F) settings claims comparable results, albeit at the cost of 85.9% lower parameter efficiency. This can be mainly attributed to the inherent self-recurrence in SNNs which are more suitable to denoise and extract sparse cues compared to traditional RNNs which are not designed for sparse, asynchronous or irregular data (also pointed out in [61]). We will verify this later in Sec. 4.5.1 and the supplementary. Our lightweight model is the smallest in our comparison with up to a staggering 73% lower inference cost than existing approaches. Still, our efficient multi-scale cross-domain feature mixing allows our method to generate the most reliable predictions without compromising on qualitative performance, visualized in Fig. 1.

We also observe that the fully-spiking approach in [39] using reconfigured LIF neurons to include atrous convolutions reports very low performance, in line with our intuition regarding the need for multi-modal hybrid networks to leverage complementary information from both sensors. In the first row in Fig. 5, our semantic maps were unable to predict the tower peak above the vegetation and classifies it as vegetation itself. However, since the tower peak is not a crucial element in the scene compared to the presence of a nearby traffic pole, an incoming vehicle, or a person, we posit that the error is not critical. Our method makes more reliable predictions in the scenes in the second and third rows compared to its counterparts.

4.3. Evaluation on MVSEC Dataset

**Dataset and Training details:** As events in the DDD-17 dataset are very sparse and noisy, we present experimental results on the MVSEC dataset [27] comprising of various driving scenes for stereo estimation. Due to the poor quality of frames in the ‘outdoor day1’ sequence, we mainly use the ‘outdoor day2’ sequence and divide data into training and testing sets [31, 33]. We also remove redundant sequences such as vehicles stopping at traffic lights, etc. and train with batch sizes of 32 and an initial learning rate of 8e$^{-4}$.

**Results:** We summarize the results in Table 2. HALSIE outperforms the two existing methods [31] and [33] by around 20.4% and 9.1% respectively, while using 33× fewer parameters and up to a significant 77% lower inference energy. Effectiveness of our method can also be verified from Fig. 6 where our segmentation results are able to detect very fine details such as poles or traffic signs ($8^{th}$ column), where our contemporaries fail. The results validate that our highly lightweight framework is able to efficiently leverage spatiotemporal context from both modalities to predict dense semantic maps with fine predictions. In several examples in Fig. 6, we found that our method predicts objects which were not present in the GT labels but were clearly visible in the images, causing misleading reductions in our detection score. We also use HDR scenes to

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy [%]</th>
<th>mIoU [%]</th>
<th>Params ($\times 10^{6}$)</th>
<th>$E_{\text{total}}$ (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV-Distill [31]</td>
<td>-</td>
<td>55.09</td>
<td>59.34</td>
<td>101.84</td>
</tr>
<tr>
<td>DTL [33]</td>
<td>-</td>
<td>60.82</td>
<td>60.48</td>
<td>136.89</td>
</tr>
<tr>
<td>Ours (HALSIE)</td>
<td>92.13</td>
<td>66.31</td>
<td>1.82</td>
<td>31.39</td>
</tr>
</tbody>
</table>

**Comparison on MVSEC dataset.** Existing approaches [31] and [33] fail to report their accuracy metrics.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy [%]</th>
<th>mIoU [%]</th>
<th>Params ($\times 10^{6}$)</th>
<th>$E_{\text{total}}$ (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV-Transfer [34]</td>
<td>60.50</td>
<td>23.20</td>
<td>7.37</td>
<td>197.48</td>
</tr>
<tr>
<td>E2VID [19]</td>
<td>76.67</td>
<td>40.70</td>
<td>10.71</td>
<td>416.99</td>
</tr>
<tr>
<td>EV-SegNet [28]</td>
<td>88.61</td>
<td>51.76</td>
<td>29.09</td>
<td>1863.83</td>
</tr>
<tr>
<td>ESS [18] (E+F)</td>
<td>89.37</td>
<td>53.29</td>
<td>12.91</td>
<td>356.32</td>
</tr>
<tr>
<td>Ours (HALSIE)</td>
<td>89.01</td>
<td>52.43</td>
<td>1.82</td>
<td>94.41</td>
</tr>
</tbody>
</table>

**Results on DSEC-Semantic.** Our method shows comparable performance to ESS [18] with a staggering 74% lower inference cost, making it a prime candidate for edge-deployment.
show how our method provides reliable performance when grayscale frames are ill-exposed. HALSIE is able to efficiently extract information from events and shows promising performance in such challenging conditions where fine details are almost invisible in the grayscale frames (highlighted in colored boxes). See Fig. 7 for qualitative results.

4.4. Evaluation on DSEC-semantic Dataset

**Dataset and Training Details:** We further evaluate our method on the recently released DSEC-semantic [18] dataset containing 4017 training and 1395 testing samples with 11 semantic classes [62]. The dataset was collected in a variety of urban and rural environments using automotive-grade standard cameras and high-resolution event cameras. Similar to [62], we generate $B = 10$ event bins with a constant event density of $100K$ events/bin to be passed sequentially to the TFE block and associate event bins with labels using the provided semantic timestamps. The SFE module is fed with images from the left frame-camera corresponding to the same semantic timestamp as the events. We train for 100 epochs with an initial learning rate of $5e-4$.

**Results:** The performance of our method evaluated on the test set is reported in Table 3. We compare our approach with [19, 34] that do not leverage temporal recurrence and find that HALSIE significantly improves segmentation results, surpassing existing methods with around 29% increase in mIoU while using a significant 77.4% lower inference cost. ESS [18] in the events+frames (E+F) setting claims comparable results, while using a much larger network and exorbitant inference costs ($\sim 73.5\%$ higher). Finally, our model is the smallest amongst existing literature by a large margin and still achieves 1.3% higher mIoU than EV-Segnet [28] while using $16 \times$ fewer parameters, making it a top-bidder for energy-efficient edge-applications. Refer to the suppl. for qualitative samples from our method.

4.5. Ablation studies

4.5.1 Mixing Spatial and Temporal Cues

We conduct the following experiments on DDD-17 to demonstrate effects of spatial and temporal cues on the task: (A) and (B) Removing the TFE branch but keeping the SFE branch; (C) Removing SFE, but keeping TFE; (D) Dual encoder setting with SFE branches for both frames and events; (E) Same setting but with TFE branches instead; (F) Removing the MSFI module; (G) Replacing the SNNs in SFE with an LSTM [63] with one conv. layer per cell. Comparing the original HALSIE (H) to (A), (B), (C), (D) or (E), we
Figure 8. **Mixed feature maps on MVSEC.** Four channels of the \(u^{mix}\) maps generated from processing. Top row: Events in TFE and Frames in SFE. Middle row: Both inputs using SFE. Bottom row: Both inputs using TFE. Best viewed with zoom in.

Table 5. **Event representation strategy.** Constant event density (CED) bins lead to best results on the DSEC-Semantic dataset.

<table>
<thead>
<tr>
<th>Event Representation</th>
<th>CED 10k</th>
<th>CED 100K</th>
<th>CED 1M</th>
<th>CIT 10ms</th>
<th>CIT 50ms</th>
<th>CIT 100ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy [%]</td>
<td>88.78</td>
<td>89.01</td>
<td>88.24</td>
<td>87.76</td>
<td>88.02</td>
<td>87.23</td>
</tr>
<tr>
<td>mIoU [%]</td>
<td>51.58</td>
<td>52.43</td>
<td>51.01</td>
<td>50.14</td>
<td>50.67</td>
<td>49.89</td>
</tr>
</tbody>
</table>

witness a significant performance degradation, validating that effectively extracting and mixing temporal and spatial cues is essential for boosting performance. Note that setting (A) draws comparison of our method with pure frame-based segmentation. Unsurprisingly, when trained with both the modalities, we can detect small objects like traffic poles and people. In several examples, we find that our method segments objects that were not present in the labels, but were clearly visible in the images. For visualization, refer to the supplementary material.

We use the \(u^{mix}\) feature maps as a toolkit to visualise and interpret how our simple decoder benefits from the rich mixed feature representation. We study Fig. 8 and find that mixed feature maps generated from processing events with TFE and frames with SFE leads to the sharpest and cleanest features (row 1) even with such simple encoders. In contrast, when using SFE for both inputs (row 2), the feature maps appear less discriminative due to the non-sparse processing of events which does not contribute to sharp edge-extraction. Note that these features are however generated at the highest inference cost amongst the three variants due to dense processing in both encoder branches. While applying TFE to both inputs (row 3) offers the most energy-efficient sparse processing paradigm, the feature maps appear relatively noiseless but suffer from loss of information. As such, our simple decoder design does not work as well on the only SFE or only TFE encoder approaches since it is unable to take advantage of the powerful representation induced by complementary SNN-ANN processing.

We also notice performance degradation in the (F) setting. This results reflects the effectiveness of the proposed MSFI block. Compared to (G), we still achieve better performance. This is to some degree surprising because LSTMs can also extract temporal cues. Notably, the spiking mechanism of SNNs acts not only as temporal memory but also as a natural noise filter, which is beneficial to robust predictions. We further examine the denoising aspect of our TFE module in the supplementary material.

### 4.5.2 Event representation and event density

Thorough evaluation of event representations is not our focus and hence we only study the influence of simple event representations which may not leverage the full potential of event data [64] on our method’s performance. Efficient low-level encoding of event data is still an open research problem that we have not addressed in this work. Ablation results in Table 5 and visualisations in the supplementary on the DSEC-Semantic dataset suggest that maintaining a moderately dense bin with constant event density (CED) shows better semantic performance compared to high density bins with trailing artifact events from fast moving objects, or low density bins with minimal contribution to the segmentation performance. We also find that having CED bins consistently helps the network learn the end-task better than with constant integration time (CIT) bins.

### 5. Conclusion

We introduce HALSIE, a lightweight yet powerful hybrid end-to-end framework for semantic segmentation that is capable of effectively mixing temporal and spatial cues encoded in events and frames. The proposed network relies on several novel modules. We devise an SNN-based temporal feature extractor and an ANN-based spatial feature extractor, which efficiently exploits statistical cues of spatial and temporal information for robust predictions. We also introduce a novel multi-scale mixer for compactly combining embeddings from the two domains. Effectiveness of our design choices is evidenced by the strong performance of our method in detecting finer details on DDD-17, MVSEC and DSEC-Semantic benchmarks while offering sizeable benefits in terms of inference cost and parameter efficiency. The resulting design is deployable for resource-constrained edge applications, and paves the way for low-energy semantic segmentation with event cameras without compromising on performance. Nonetheless, we hope that this work also inspires novel designs in future hybrid systems.
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