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Abstract

Efficient polyp segmentation in healthcare plays a crit-
ical role in enabling early diagnosis of colorectal can-
cer. However, the segmentation of polyps presents numer-
ous challenges, including the intricate distribution of back-
grounds, variations in polyp sizes and shapes, and indistinct
boundaries. Defining the boundary between the foreground
(i.e. polyp itself) and the background (surrounding tissue)
is difficult. To mitigate these challenges, we propose Multi-
Scale Edge-Guided Attention Network (MEGANet) tailored
specifically for polyp segmentation within colonoscopy im-
ages. This network draws inspiration from the fusion of a
classical edge detection technique with an attention mech-
anism. By combining these techniques, MEGANet effec-
tively preserves high-frequency information, notably edges
and boundaries, which tend to erode as neural networks
deepen. MEGANet is designed as an end-to-end frame-
work, encompassing three key modules: an encoder, which
is responsible for capturing and abstracting the features
from the input image, a decoder, which focuses on salient
features, and the Edge-Guided Attention module (EGA)
that employs the Laplacian Operator to accentuate polyp
boundaries. Extensive experiments, both qualitative and
quantitative, on five benchmark datasets, demonstrate that
our MEGANet outperforms other existing SOTA methods
under six evaluation metrics. QOur code is available at
https://github.com/UARK-AICV/MEGANet.

1. Introduction

Colorectal cancer (CRC) is a major health concern due
to its high prevalence, ranking as the top gastrointestinal
cancer and the third most common cancer. It is second
in cancer-related mortality, trailing only behind lung can-
cer in both genders [27]. Thus, early CRC detection is of
utmost importance. Colonoscopy is the gold standard for
CRC examination, yet manual detection and localization of

polyps in colonoscopic images are labor-intensive, requir-
ing skilled experts. Consequently, accurate computer-aided
polyp segmentation is vital for clinicians to evaluate pa-
tients.

In the field of Deep Learning (DL), particularly within
the context of computer vision where Convolutional Neu-
ral Networks (CNN5s) have established dominance, encoder-
decoder network architectures [6,7,11-13,22,24,26,32,35,

,40] have demonstrated significant success in the realm
of medical image segmentation. While methods such as U-
Net++ [40], SFA [7], PraNet [6], MSNet [39], and SANet
[35] are mainly designed for polyp segmentation, the ac-
curacy of the segmentation heavily hinges on the amalga-
mation of encoded feature maps from various scales in the
contracting path and the semantically enriched decoded fea-
ture maps in the expanding path. Despite notable advance-
ments, these methodologies still grapple with the challenge
of preserving high-frequency information, a critical aspect
of medical imaging. Particularly, the presence of variable
mucous membranes surrounding the polyps, differing in
shape, color, and texture, contributes to complex and di-
verse polyp borders. This complexity, combined with the
downscaled encoding, challenges the maintenance of bor-
der details and the improvement of segmentation during
decoding, resulting in imprecise polyp boundary genera-
tion. Our insight underscores that edge information ob-
tained through conventional image processing techniques
tends to be more straightforward and precise than edges ex-
tracted by CNN-based methods, especially when training
data is scarce. Hence, a promising strategy involves revisit-
ing classical image processing-based edge extraction tech-
niques. This approach holds the potential for addressing the
issue of weak boundaries in medical imaging. In our present
study, we harness the capabilities of classical edge features
by introducing the Edge-Guided Attention (EGA) module.
This module is designed to function across multiple scales,
spanning from low-level to high-level features. Its primary
objective is to compel the model to focus on edge-related
information, thereby enhancing predictions at each decoder
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level. Importantly, the EGA module achieves this objective
without succumbing to noise or encountering the semantic
gap. Our EGA approach capitalizes on classical edge ex-
traction methods to augment the accuracy of medical im-
age segmentation. The EGA module, operating at multi-
ple scales and targeting edge-related features, addresses the
challenge of weak boundaries in a noise-resistant manner,
enriching the segmentation predictions across the decoder’s
levels.

As a result, this paper introduces the Multi-Scale Edge-
Guided Attention Network (MEGANet), a novel and inno-
vative approach that integrates an EGA module into the U-
Net architecture during the decoding process. The primary
goal of MEGANet is to preserve crucial edge and bound-
ary information effectively. In essence, MEGANet com-
prises three key modules: (i) Encoder, responsible for cap-
turing the visual representation of the input image, akin to
the encoder in the U-Net architecture. (ii) Decoder aims
to extract salient features, following similar settings as in
the U-Net decoder architecture. (iii) EGA module, this
distinctive module leverages the Laplacian operator to pre-
serve high-frequency information, particularly edges. The
EGA module operates on both the embedding feature and
multi-level predictions. This strategic combination empow-
ers the model to accentuate intact edge details and polyp
boundaries across various scales. In summary, this paper’s
main contributions are: (i) We explore the potential of the
Laplacian operator, a parameter-free method, to enhance the
segmentation of weak boundary objects like polyps by pre-
serving high-frequency edge information. (ii) We present
a novel architecture, MEGANet, that addresses the chal-
lenge of supplementing low-level boundary information us-
ing the Laplacian operator. (iii) We extensively evaluate our
method on five benchmark datasets, i.e., Kvasir-SEG [14],
CVC-ClinicDB [1], CVC-ColonDB [30], ETIS [28], and
EndoScene [34], to demonstrate its effectiveness.

2. Related Work

The widely adopted U-Net [26] architecture, known for
its effectiveness in medical image segmentation, has been
applied to polyp segmentation. U-Net++ [40], an enhanced
variant, addresses semantic gaps through nested skip con-
nections. Although these concepts have broader applica-
tions beyond medical imaging, they predominantly focus
on enhancing feature learning rather than medical-specific
challenges.

Various approaches heavily leverage boundary informa-
tion in addressing the challenge of weak boundaries in med-
ical imaging. SFA [7] introduces an extra decoder for
boundary prediction and employs a boundary-sensitive loss
to exploit area-boundary relationships. PraNet [6] uses
parallel partial decoders and reverse attention modules to
progressively extend object regions by incorporating edge

features. ACSNet [38] combines local and global context
to accommodate varying polyp sizes. NB-AC [16] intro-
duces narrow band active contour attention when consid-
ering weak boundary is a confusing case that needs more
attention. [17] presents offset curve loss to give more atten-
tion to the boundary. DAM-AL [12] employs dilated atten-
tion for long-range relationships and introduces a novel loss
mechanism. MSNet [39] introduces the multi-scale subtrac-
tion module for mitigating redundant and obtaining comple-
mentary information. PEFNet [23] focuses on the positional
information of the polyp objects in the skip connection with
the EfficientNetV2 [31] encoder. M2UNet [33] integrates
MetaFormer [37] and multi-scale information for enhanced
context exploitation.

In contrast, our approach explicitly addresses the weak
boundary issue by incorporating high-frequency edge in-
formation obtained through typical image processing tech-
niques. A fundamental limitation of prior methods is their
inability to accurately reconstruct input image edges, as
CNN-based features are not optimized for this purpose. We
opt for the Laplacian operator to extract and retain high-
frequency features, particularly edge details, in polyp im-
ages. Laplacian, a second-order derivative operator, yields
more meaningful edge structures than hand-crafted first-
order derivative methods like Sobel [29] or Prewitt [25]
without adding computational complexity. Laplacian has
been successfully applied in many image processing prob-
lems, such as style transfer [2, 19], image super-resolution
[15], image synthesis [18], image deraining [8], image-to-
image translation [20], etc.

3. Proposed MEGANet

Our proposed MEGANet architecture comprises three
main modules: an encoder, a decoder, and an EGA (Edge-
Guided Attention) module, as depicted in Figure 1. The
encoder, located in the contracting path, captures context
and high-level features from the input polyp image. It en-
compasses five convolutional blocks and results in encoding
feature f; at the ith layer. On the other hand, the decoder,
situated in the expanding path, leverages the high-level fea-
tures acquired by the encoder to generate decoding maps f¢
at the i*” layer that matches the original resolution of the in-
put image. To showcase the effectiveness of our MEGANet
as well as to conduct a fair comparison with existing work,
we evaluate its performance using two distinct backbone
networks: ResNet-34 [10] and Res2Net-50 [9].

In the expanding path, pooling and strided convolution
layers are employed to downsample feature maps, reducing
the volume of information for processing. While downsam-
pling layers offer significant advantages for constructing
deep architectures, it’s noteworthy that conventional CNNs
often suffer from the loss of information as downsampling
layers accumulate at deeper levels. Recognizing the im-
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Figure 1. Overall architecture of proposed MEGANet(Res2Net-50), including three modules, i.e., encoder and decoder, which utilizes
a U-Net to extract visual representations, and the novel edge attention module, denoted as the Edge-Guided Attention (EGA) module,
designed to retain high-frequency details effectively. In this context, H, W represents the input height and width.

portance of preserving such critical information in medical
segmentation, we introduce a novel Edge-Guided Attention
module (EGA) that operates between the two aforemen-
tioned paths at every resolution level. In MEGANet, the
output of the contracting path serves as an input to the EGA
module, and subsequently, the output of the EGA module
feeds into the expanding path. This establishes a coher-
ent linkage between the contracting and expanding paths
through the intermediary EGA modules. The subsequent
subsection will delve into a comprehensive explanation of
the EGA module’s functioning and attributes. We detail the
EGA module in the following section.

3.1. Edge-Guided Attention Module (EGA)

The primary objective of the EGA module is to robustly
preserve edge information across multiple scales, effec-
tively addressing the issue of weak boundaries in polyp seg-
mentation. Additionally, the EGA module plays a pivotal
role in bridging the semantic gap between the low-level fea-
tures extracted by the encoder and the high-level features
produced by the decoder prior to their fusion.

At the i-th layer, the EGA module takes three inputs:
the embedding feature ff from the encoder, the high-
frequency feature f! obtained through classical image pro-
cessing methods, i.e., edge detector, and the higher-level
predicted feature fZ "1 generated by the decoder. The EGA
module processes these inputs and generates an output fea-
ture map denoted as f¢. The detailed process by which the
inputs are processed and the specific operations performed
by the EGA module are elaborated below. Refer to Figure
2 for a visual representation of the EGA module.

3.1.1 EGA Input

The EGA module takes three inputs: encoded visual fea-
ture f¢ from the contracting path, decoded predicted fea-
ture f 4 from a higher layer in the expanding path, and high-
frequency feature f! from the Laplacian operator.
Encoded visual feature. Each resultant encoding feature
map f{ from the contracting path then undergoes a 3 x 3
convolutional operation to reduce the number of channels,
producing a distinctive encoded visual feature denoted as
fe € RHixWixNi gt the i*" layer. However, we use f¢ for
the first EGA module as its number of channels is already
small. For convenience, we still write fg instead of f§.
Decoded predicted feature. The second input of the EGA
at the i*" layer is the decoded predicted feature from a
hlgher layer, specifically at (i + 1) layer, denoted as
d | € RH:>Wix1 This decoded predicted feature, fé Y 1,08
derived from the decoding feature f¢,;, which is the output
of the EGA at the (i + 1)*" layer.
High-frequency feature. To validate the effectiveness of
EGA, we opt for the Laplacian pyramid method, an efficient
technique for preserving high-frequency details, namely,
image edge information. It is important to note that the
Laplacian operator is a second-order derivative operator pri-
marily employed for edge detection. Nevertheless, due to its
susceptibility to noise, practical application entails an ini-
tial smoothing of the original image using a Gaussian filter.
This modified process is known as the Laplacian of Gaus-
sian (LoG). To enhance computational efficiency, the LoG
method is itself approximated using the Difference of Gaus-
sian (DoG) operator. This operator essentially functions
as a highpass filter, proficiently retaining the most salient
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Figure 2. The architecture of our EGA block, which takes embedding feature ff € H; x W; x N;, edge information by Laplacian feature
ff e H; x W; x 1 and higher-level predicted feature fidH € H; x W; x 1 as its input. H;, W, N; denote height, width, and the number

of channels of the input at the layer it".

high-frequency attributes within the image. The Laplacian
pyramid can be considered a sequence of cascading approx-
imations of the DoG operator. In essence, the Laplacian
pyramid encapsulates crucial low-level details across vari-
ous scales.

I, =1,if k=0. {

Ik:d(g(lk_l)),isz 1. ( )
where [ is the input image, g is the convolution operator
with Gaussian filter, and d denotes the 2 x downsampling
operation, respectively. Each level Lj of the Laplacian
pyramid is attained from the Gaussian pyramid by subtract-
ing from the current level Ij, the upsampled version (u) of
the smaller one ;1.

Ly = I, — u(lp41). )

The Laplacian operator captures second-order variations
within the input image, rendering it a parameter-free and
harmonious approach to extracting high-frequency details,
including edges, contours, and more. These high-frequency
features play a pivotal role in discerning the unique charac-
teristics of the polyp, particularly in distinguishing it from
the adjacent mucous membrane. As a result, the high-
frequency feature at i'" level f! € RH*Wix1 correspond-
ing to the level-1 image in the Laplacian pyramid is supplied
to the i*" EGA module. In general, we denote f! = L;([).

This particular pyramid level is selected because, as res-
olution diminishes, the finer edge details undergo signifi-
cant degradation owing to the repeated application of the
Gaussian filter. Kindly refer to the supplementary material
provided for a visual representation of the level-1 Lapla-
cian pyramid. It’s important to note that our selection of the
Laplacian operator and its associated techniques serves as
a proof of concept for our approach, albeit without an ex-
haustive practical evaluation. The decision to employ the
Laplacian pyramid as the mechanism for extracting high-

frequency information is grounded in its simplicity, mini-
mal computational overhead, and the quality of information
it retains. It’s worth mentioning that the model’s perfor-
mance could potentially be enhanced through an exhaus-
tive search for an appropriate edge detection technique, as
the choice of such a technique can significantly impact the
overall results.

3.1.2 EGA Procedure

At the i*" layer, the EGA module integrates multiple
components, including the encoded visual feature ff S
RH:xWixNi ' the predicted feature map at a higher layer
(i + 1)*", represented as fid+1 € RHxWix1 and the high-
frequency feature f! € R¥:xWix1_ Generally, a Laplacian
pyramid consists of high-frequency components at multi-
ple scales. However, the high-frequency component at the
i'" level of the Laplacian pyramid is obtained by perform-
ing Gaussian filtering, followed by a 2 x downsampling of
level (i — 1)*". This process can reduce the magnitude of
the high-frequency information at the i*" level. To preserve
the high-frequency information f! at every level, we pro-
pose to derive f! from the base level f}, which retains the
high-frequency information most effectively. The formula-
tion for calculating f! is presented in Equation 3.

f8 = f!, where f' = Ly(I).
fl=(a(sh)’, ifi > 1.

where d is 2 x downsamling and (d(f!))? is i times 2 x
downsamling, i.e., d(d(...d(f"))).

Drawing upon insights from [3], we apply a decomposi-

d

tion method to the higher-level predicted map f7, ;, gener-

ating two distinct attention maps: i) a reverse attention map
[T, calculated as f7 = 1 — f&, to re-evaluate and re-
fine the imprecise prediction map from the higher layer, and

ii) a boundary attention map fib 1, derived by applying the

3)
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Laplacian operator, i.e., f’,; = Lo(f&). Subsequently,
we execute element-wise multiplication between the three
attention maps, namely £}, ff’ﬂ, and f7 ", 1, with the current
encoder features ff This process culminates in the creation
of a combined feature f., characterized as follows:

fi = Conv([(£i ® f7), (i1 @ F), (Fla @ [ 4)
where [.] denotes concatenation. Recognizing that edge in-
formation could potentially encompass noise and superflu-
ous details unhelpful for polyp segmentation; we introduce
an attention mask denoted as A; at level 7. This mask serves
the purpose of guiding the model’s attention toward vital re-
gions while simultaneously suppressing background noise
and redundant information. The attention feature map at
the ith layer, f7, is defined as follows:

=i+ (Ff © Ai), where A; = o(Conv(ff))  (5)

In this context, the symbol o signifies the sigmoid func-
tion. As depicted in Figure 3, the attention masks A; ex-
hibit markedly elevated values precisely at pixels located
along the edges of the polyp. In simpler terms, the fusion of
deep features and Laplacian features empowers the model
to prioritize the polyp’s edge accurately. Building upon in-
sights from [36], we subject the attention feature f to a
CBAM (Convolutional Block Attention Module) for recali-
bration purposes. This step facilitates the capture of feature
correlations between the boundary and the background re-
gion. The CBAM comprises two consecutive blocks: chan-
nel attention, concentrating on the channel dimension, and
spatial attention, centering on the spatial dimension. In the
channel attention, the attention feature map f;* is refined by
convolution with kernels 1 x 1 x N;. In the spatial attention,
spatial kernels of H; x W, x 1 are used. The configuration
of this module is visually depicted in Figure 2. This figure
uses H, W, N for a general case. Consequently, this process
yields a refined decoding feature f2, i.e., f& = CBAM(f%).

3.2. Objective function

We employ a combination of the binary cross-entropy
loss (L pc k) and the dice 10ss (£ p;ce) as our network’s ob-
jective functions for training, taking into account their es-
tablished efficacy as demonstrated in [38]. Consequently,
the objective function for our MEGANet can be formally
defined as follows:

D
Leaa =Y Lpep(fl, i)+ Loie(fi i) (6
i=1
where D is the number of decoder layers. We maintain
the standard setting of 5 as inherited from U-Net. f¢ is
predicted feature map at the i*" decoding layer and f; is
groundtruth polyp segmentation at scale i".

4. Experiments
4.1. Datasets and Evaluation Metrics

Datasets. We evaluate our proposed MEGANet on five
standard benchmark datasets: Kvasir-SEG [14], CVC-
ClinicDB [1], CVC-ColonDB [30], ETIS [28] and En-
doScene [34]. Note that the EndoScene [34] composes 912
images of two subsets, CVC-ClinicDB and CVC-300.

To conduct a fair comparison, we follow the same ex-

periment setup in [0], which selects 1,450 images from
Kvasir (900 images), and CVC-ClinicDB (550 images) for
the training set while 798 images from Kvasir (100 images),
CVC-ClinicDB (62 images), CVC-ColonDB (380 images),
ETIS (196 images), and CVC-300 (60 images) for testing.
This setting is challenging since the evaluation procedure is
conducted across the different datasets with a wide range of
resolutions (720 x 576 up to 1,920 x 1,072 in Kvasir, 384
x 288 in CVC-ClinicDB) and varied image-acquiring pro-
cesses, which introduce high variance across these datasets
in the size and shape of the polyps.
Evaluation Metrics. To conduct a comprehensive evalu-
ation and comparisons with other methodologies, we fol-
low existing SOTA approaches, employing five different
metrics, i.e., mean Dice (mDice), mean IoU (mloU), the
weighted F-measure (Fé” ) [21], the structure measure (S,,)
[4], the enhanced-alignment measure (E;”‘“’) [5] and mean
absolute error (MAE). These metrics serve the dual purpose
of assessing the performance of our method in relation to
ground truth labels, i.e., between prediction f 4 and ground
truth f, as well as facilitating comparative analysis with
other existing techniques. The effectiveness of those met-
rics in polyp segmentation is discussed in [0, 39].

4.2. Implementation Details

We implement MEGANet using Pytorch and an
NVIDIA RTX 3090. We train our network with a batch size
of 16 and a general training strategy as the ACSNet [38],
stochastic gradient descent (SGD) optimizer with a momen-
tum of 0.9 and a weight decay of le-5. The learning rate
scheduler is defined as Ir = init Ir x (1 — %)pow",
where init Ir = 1le-3, power = 0.9, nEpoch = 200. We re-
size the input images to 352 x 352 for both the training and
inference stages and then resize them back to the original
size for calculating evaluation metrics. For data augmen-
tation, we employ random flipping on both horizontal and
vertical, random rotation, and a multi-scale training strategy
{0.75, 1, 1.25}.

4.3. Performance Comparisons

Corresponding to two backbone networks, ResNet-34
[10] and Res2Net-50 [9], we qualitatively and quantita-
tively compare our MEGANet with eight SOTA methods,
including U-Net [26], U-Net++ [40], SFA [7], PraNet [6],
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Figure 3. Heatmap visualization of attention mask .A; in EGA module at different i*" layer.

Table 1. Performance comparison between our MEGANet and other existing SOTA methods on Kvasir, CVC-300 (EndoScene), ColonDB,
and ETIS datasets. The highest and second highest scores are shown in bold and underline, respectively. All metrics are in (%).

Kvasir-SEG (seen)

CVC-300 (EndoScene) (unseen)

Methods
mDice T mloUT FF 1 S, 1 Eyer 1 MAE | | mDice T mloU 1 Fy T ST Ept 1 MAE 1

» | U-Net [26] 81.8 74.6 794 858 89 3 5.5 71.0 62.7 684 843 87 6 2.2
B | U-Net++ [40] 82.1 74.3 80.8 86.2 91.0 4.8 70.7 62.4 68.7 83.9 89.8 1.8
% SFA [7] 72.3 61.1 67.0 782 84.9 7.5 46.7 329 341 64.0 81.7 6.5
£ | PraNet [0] 89.8 84.0 88.5 91.5 94.8 3.0 87.1 79.7 84.3 925 97.2 1.0
g SANet [35] 90.4 84.7 89.2 91.5 95.3 2.8 88.8 81.5 859 92.8 97.2 0.8
© | MSNet [39] 90.7 86.2 89.3 922 94.4 2.8 86.9 80.7 849 925 94.3 1.0
“ | PEFNet [23] 89.2 83.3 - - - 2.9 87.1 79.7 - - - 1.0
MZ2UNet [33 90.7 85.5 - - - 2.5 89.0 81.9 - - - 0.7
"ME et(ResNet- 91.1 85.9 904 91.6 954 2.6 88.7 81.8 86.3 924 959 0.9

=

EGANet(Res2Net-50) 91.3 86.3 90.7

91.8 959 25

89.9

834

88.2

935  96.9 0.7

ColonDB (unseen)

ETIS (unseen)

mDice t mloUt F¥1 So1 EF*t MAE||mDicet mloUt Ff1 S.t EJ*“1 MAE]|
o [ ONet [70] STy a4 498 712 776 6.1 398 335 366 684 740 36
2 | U-Net++ [40] 483 410 467 69.1  76.0 6.4 40.1 344 390 683 776 35
< | SFA [7] 46.9 347 379 634 765 9.4 29.7 217 231 557 633 109
£ | PraNet [6] 70.9 640 696 819 869 45 62.8 567 600 794  84.1 3.1
< | SANet [35] 753 670 726 837 878 43 750 654 685 849  89.7 1.5
O | MSNet [39] 75.5 678 737 836 883 4.1 71.9 664 678 840 830 2.0
@ | PEFNet [23] 71.0 63.8 - - 3.6 63.6 572 - - - 1.9
M2UNet [33] 76.7 684 - - 3.6 67.0 59.5 - - - 24

MEGANet(ResNet-33) | 781 706 766 845 899 38 | 789 709 753 866 915 15

MEGANet(Res2Net-50) 79.3 714 719 854 m

SANet [35], MSNet [39], PEFNet [23] and M?UNet [33].
The result of PEFNet is adapted from the M2UNet, while
the others are reported based on the original papers.

Quantitative Evaluation. Table | presents a quantitative
performance comparison between our MEGANet and other
SOTA methods on the Kvasir-SEG, CVC-300 (a subset of
EndoScene), ColonDB, and ETIS datasets. We provide
the corresponding performance results for both MEGANet
backbones, namely ResNet-34 and Res2Net-50. Like other
SOTA methods, our models were trained on the Kvasir-
SEG and CVC-ClinicDB training sets. The performance
metrics reported on the Kvasir-SEG dataset are classified
as seen, while those reported on CVC-300, ColonDB, and
ETIS datasets are considered unseen. From the insights pre-

sented in Table 1, it is evident that MEGANet (Res2Net-
50) excels in numerous metrics, demonstrating superior per-
formance. Especially, our MEGANet with the backbone
ResNet-34 leads the other methods by remarkable gaps on
most metrics when tested on the ETIS dataset. On investi-
gating this, we observe that the polyps in the ETIS dataset
are smaller than the others. Thanks to the bounded capac-
ity of the ResNet-34 [10] backbone, MEGANet with this
backbone is prone to avoid overfitting, achieving preferable
results on this dataset.

In addition to the performance evaluation, we also fac-
tor in network efficiency for a comprehensive compari-
son, as outlined in Table 2. This evaluation is conducted
specifically on the ClinicDB dataset. Consider the ex-
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Table 2. Performance and network efficiency comparison between our MEGANet with other existing SOTA methods on ClinicDB dataset.
The highest and second highest scores are shown in bold and underline, respectively. All metrics are in (%).

Methods ClinicDB (seen) Backbone Params(M)
mDice? mloUt Fgt S, EF*1 MAE]

» | U-Net [26] 82.3 75.5 81.1 88.9 95.4 1.9 - 7.76
B | U-Net++ [40] 79.4 72.9 78.5 873 93.1 2.2 - 9.0
% SFA [7] 70.0 60.7 64.7 793 88.5 4.2 - -
£ | PraNet [6] 89.9 84.9 89.6 93.6 97.9 0.9 Res2Net-50 32.55
g SANet [35] 91.6 85.9 90.9 939 97.6 1.2 Res2Net-50 23.89
O | MSNet [39] 92.1 87.9 914 941 972 0.8 Res2Net-50 29.74
“ | PEFNet [23] 86.6 81.4 - - - 1.0 EfficientNetV2-S 27.98

MZ2UNet [33] 90.1 85.3 - - - 0.8 MetaFormer 28.77
MEGANet(ResNet-34) 93.0 88.5 93.1 95.0 98.0 0.8 ResNet-34 29.27
MEGANet(Res2Net-50) 93.8 894 94.0 95.0 98.6 0.6 Res2Net-50 44.19

Table 3. Impact of each component of the EGA module on model performance. The highest scores are shown in bold. All metrics in (%).

Ex EGA Kvasir-SEG (seen) [ ClinicDB (seen) ETIS (unseen) CVC-300 (unseen)

P fm f° fY cBAM | mDicet mlIoU1 | mDicet mloU 1 | mDicet mloU 1 | mDice ¥ mloU ¢
#1 X X X X 90.0 84.7 91.7 86.8 71.6 63.7 87.1 80.0
#2 | X v/ v 90.7 85.3 92.1 87.5 76.9 68.7 86.3 79.4
#3 |V X/ v 90.5 85.3 92.8 88.3 78.3 69.9 88.2 81.5
# |V /X v 91.5 86.6 92.0 87.5 75.5 67.3 86.9 80.3
#5 |V X 91.0 85.7 92.1 87.8 76.5 68.6 88.4 81.4
# [/ /S 4 91.1 85.9 93.0 88.5 78.9 70.9 88.7 81.8

ample of M2UNet [33]: our MEGANet (ResNet-34) pos-
sesses a comparable number of network parameters, yet
it outperforms M2UNet with a significant 2.9% improve-
ment in mDice and a 3.2% enhancement in mIOU. Fur-
thermore, when contrasted with all existing SOTA methods,
our MEGANet (Res2Net-50) obtains the best performance
across all metrics, even with a relatively small number of
network parameters.

Qualitative Evaluation. Visual comparisons of each polyp
segmentation challenge are illustrated in Figure 4. In par-
ticular, (al and a2) highlight the complex background issue,
(bl and b2) exemplify the variability in polyp sizes and con-
figurations, while (c1 and c2) demonstrate the challenge of
dealing with indistinct boundaries. Notably, our approach
reflects the capability to address various sizes and shapes
within each challenge. Particularly, the results in the case
of (b2 and cl) underscore the exceptional performance of
our method in maintaining an impressively low false posi-
tive rate, accurately refraining from misclassifying healthy
regions as tumors.

4.4. Ablation Study

As previously mentioned, the EGA module is composed
of three key components: the encoded visual feature f °,
the decoded predicted feature f 4 which is further decom-
posed into reverse attention f ", boundary attention f b, and
the high-frequency feature f!. Additionally, the EGA in-
corporates the CBAM module. To assess the effectiveness of
each input component ( fr, fb, f" and the CBAM module
within the EGA, we systematically remove each of these

components as well as CBAM, conducting an ablation study
on both seen datasets (Kvasir and ClinicDB) and unseen
datasets (ETIS and CVC-300). The results are presented in
Table 3.

Based on the empirical findings, each component within
the EGA framework distinctly contributes to enhancing pre-
dictive performance. Comparing #5 to #6, we can observe
the impact of the CBAM component. Focusing on #1 and #5,
we can discern the effect of the combined use of f’, fb,
and f'. The comparison between #2 and #4 highlights the
influence of the combined utilization of f " and f b which is
also indicative of the influence of f 4, Experiments #2 and
#3 specifically isolate the effects of f " and f b, respectively.
Notably, the comparison between #4 and #6 underscores the
pivotal role played by the high-frequency feature f!. It’s es-
sential to note that the Kvasir dataset’s mucous membrane
(background) presents a highly intricate composition, caus-
ing the high-frequency feature f' of the input image to con-
tain noise. Consequently, the version without f! attains the
highest score within the Kvasir dataset.

We also conducted an ablation experiment to assess
the methodology for computing high-frequency features f!
computation, as defined in Equation 3 by comparing it with
high-frequency features f! obtained from Laplacian pyra-
mid (Equation 1, 2). In other words, we compare the per-
formance of MEGANet when using Equation 3 and the fol-
lowing equation

fl=Li(I) =L —u(Iiyy) = I —uld(g(L)] (7
Table 4 presents the results of two scenarios: using our pro-
posed Equation 3 and obtaining the features from the Lapla-
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Figure 4. Qualitative comparison between our MEGANet and existing SOTA methods. The al image comes from the Kvasir dataset, while
the a2 is from ClinicDB. The b2 image is derived from the ETIS dataset, and the rest are from the ColonDB dataset.

MSNet MEGANet GT

ResNet-34  Res2Net-50

Table 4. Ablation study to assess the methodology for computing high-frequency features f; with two formulations: our high-frequency
feature (Equation 3) and Laplacian pyramid features (Equation 7). The highest scores are shown in bold. All metrics in (%).

Kvasir-SEG (seen)

ClinicDB (seen)

ETIS (unseen) CVC-300 (unseen)

l
fi mDice T mloU 7 | mDice T mloUT | mDice T mloU f | mDice T mloU T

Equation 3 91.1 85.9 93.0
Equation 7 89.9 85.8 92.6

88.5 78.9 70.9 88.7 81.8
88.1 78.0 70.2 88.0 81.4

cian pyramid as described in Equation 7.

5. Conclusion

This paper introduces a novel approach called Multi-
Scale Edge-Guided Attention Network (MEGANet) for
polyp segmentation. The key innovation is the integration
of the Edge-Guided Attention (EGA) module, designed to
retain crucial high-frequency details (such as edges) to en-
hance the detection of weak boundary polyp objects. Our
EGA module at the i*" level amalgamates information from
the 7*" layer encoder, the i*" layer’s high-frequency compo-
nent, and the (i + 1)*" layer decoder. To maintain the in-
tegrity of high-frequency information, we propose deriving
the high-frequency component from the base level rather
than applying Gaussian filtering at each layer. Experimen-
tal results underscore the effectiveness of our MEGANet in
polyp segmentation. The assessment is based on a range

of metrics, including localization measures (mDice, mloU),
accuracy (Fé” ), and structural assessments (S, Eg“”“,
MAE), all of which demonstrate the advantages of our pro-
posed MEGANet.
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