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Abstract

In this paper, we introduce UOW-Vessel, a benchmark
dataset of high-resolution optical satellite images for ves-
sel detection and segmentation. Our dataset consists of
3,500 images, collected from 14 countries across 4 conti-
nents. With a total of 35,598 instances in 10 vessel cat-
egories, UOW-Vessel is to date the largest satellite image
dataset for vessel recognition. Furthermore, compared to
the existing public datasets that only provide bounding box
ground-truth, our new dataset offers more accurate poly-
gon annotations of vessel objects. This dataset is expected
to support instance segmentation-based approaches, which
is a less investigated area in vessel surveillance. We also
report extensive evaluations of the recent algorithms for in-
stance segmentation on the new benchmark dataset.

1. Introduction
Vessel recognition from remote sensing images has at-

tracted significant interest in maritime surveillance. It has
applications in many domains, including defence, border
control, law enforcement, fisheries management, maritime
search-and-rescue, vessel traffic management, and marine
environmental control [11]. Among several sensing modal-
ities, optical satellite images are increasingly utilized for
vessel surveillance. High-resolution optical satellite images
offer valuable visual information about vessel features (e.g.,
size, shape, and structure), which greatly benefits the fine-
grained vessel recognition task.

Several optical satellite image datasets for vessel recog-
nition have been proposed, including HRSC2016 [16],
ShipRSImageNet [28] and VHRShips [12]. These datasets
comprise a large number of images and vessel categories,
but they only provide the common horizontal or rotated
bounding box as the ground-truth [16, 28]. Other datasets,
such as FGSCR-42 [4] and FGSC-23 [26], only provide
cropped images of the vessel objects, which do not capture
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Figure 1. Sample images in the UOW-Vessel dataset.

the complexity of real-life scenes involving vessels.
To address this gap, we introduce the UOW-Vessel

dataset, consisting of 3,500 high-resolution satellite im-
ages and 35,598 instances in 10 vessel categories. Figure 1
shows the sample images in the dataset. Moreover, our
dataset offers more precise polygon annotations of the ves-
sel objects. This annotation type can capture intricate de-
tails of the vessels and better account for occlusions, over-
lapping instances, and arbitrary orientations.

With the increasing availability of large-scale datasets,
deep learning methods for vessel recognition have received
significant attention in the research community. Because
the public datasets provide bounding box and classification
labels, existing methods mostly adopted the object detec-
tion and image classification approaches for vessel recog-
nition [8, 13, 15, 27]. The segmentation-based methods for
vessel recognition in satellite images remain a less inves-
tigated area in the literature. Therefore, in this paper, we
conduct extensive experiments to verify the effectiveness of
the recent instance segmentation methods on our proposed
dataset. The prediction accuracy, model sizes and inference
speeds are provided as the performance baselines.

The main contributions of the paper are two-fold. Firstly,
we introduce a novel benchmark dataset for vessel detec-
tion and segmentation, called UOW-Vessel. Our dataset
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Dataset Year Sources # Images Image size # Classes # Objects Annotation

HRSC2016 [16] 2016 Google Earth 1,070
300× 300

∼ 1500× 1500
25 2,976

H-Box
R-Box

Airbus [10] 2018 SPOT 6/7 192,556 768× 768 1 213,723 H-Box

FGSC-23 [26] 2020
Google Earth
Gaofen-1 4,080

40× 40
∼ 800× 800

23 4,080 Classification

FGSCR-42 [4] 2021 Multi-sources 9,320
50× 50

∼ 1500× 1500
42 9,320 Classification

ShipRSImageNet [28] 2021 Multi-sources 3,435
930× 930

∼ 1400× 1400
50 17,113

H-Box
R-Box

S2-Ships [3] 2021 Sentinel-2 16 1783× 938 1 1,053 Polygon

DOTA-v2.0 [5] 2022 Multi-sources 11,268
800× 800

∼20K × 20K 1 251,883 R-Box

VHRShips [12] 2022 Google Earth 5,312 280× 720 35 11,179 H-Box

UOW-Vessel (ours) 2023 Google Earth 3,500
8192× 4320

∼ 8192× 6881
10 35,598 Polygon

Table 1. Comparison between existing public datasets on optical remote sensing ship recognition and the proposed UOW-Vessel dataset.

contains 3,500 high-resolution optical satellite images and
35,598 instances in 10 vessel categories1. To the extent of
our knowledge, UOW-Vessel is the largest satellite image
dataset with fine-grained ground-truth for vessel recogni-
tion to date. Secondly, we evaluate the recent instance seg-
mentation methods for the vessel detection and segmenta-
tion tasks, and provide the baseline performances on our
benchmark dataset.

2. Related work

In this section, we analyze the existing satellite image
datasets for vessel recognition and compare them with our
proposed dataset. We then review the existing deep learning
methods for the vessel recognition task.

2.1. Benchmark datasets

Over the past decade, several Earth observation datasets
have been created for vessel recognition from the aerial
view. Table 1 summarizes the comparison between the ex-
isting datasets and the UOW-Vessel dataset. DOTA-v2.0 [5]
is a large-scale dataset of high-resolution optical images for
general object detection from aerial view. The dataset con-
sists of 18 categories and 251,883 instances belong to the
vessel class. Airbus [10] is a large-scale ship detection
dataset with 192,556 satellite images and 213,723 vessel
instances. Although there is a large number of vessel ob-
jects in these datasets, only one class is labeled as ‘Ship’ or
‘Vessel’, which is not applicable to the fine-grained vessel
recognition task. Compared to these datasets, our UOW-

1URL: https://documents.uow.edu.au/∼phung/UOW-Vessel.html

Vessel dataset provides 10 sub-categories of the vessels, in-
cluding aircraft carrier, destroyer and frigate.

FGSC-23 [26] and FGSCR-42 [4] datasets label each
image with one category for the vessel classification task.
FGSC-23 [26] consists of 4,080 images and 23 vessel cate-
gories in total. FGSCR-42 [4] comprises 9,320 images and
42 categories, which is an improved dataset compared to
the FGSC-23 dataset. These datasets only provide cropped
vessel images, which do not capture the complexity of real-
life scenes involving vessels. Compared to these datasets,
the images in our dataset encompass a wide range of ves-
sel scenes, with complex backgrounds and in challenging
weather conditions. Moreover, our dataset captures large
variations in vessel sizes, which is an inherent challenge in
practical applications.

HRSC2016 [16] was released in 2016 as the first large-
scale optical satellite image dataset for vessel recognition. It
features 1,070 images, 25 vessel categories, and 2,976 ves-
sel instances. VHRShips [12] has a total of 5,312 images
and 11,179 instances in 35 vessel categories. ShipRSIma-
geNet [28] is currently the largest dataset for fine-grained
vessel recognition, with 3,435 images and 17,113 instances
in 50 vessel categories. Compared to these datasets, UOW-
Vessel provides more precise polygon annotations of the
vessel objects, thereby capturing the exact boundary of the
vessels. With the polygon annotations, our dataset sup-
ports multiple tasks for vessel recognition, including object
detection, semantic segmentation, and instance segmenta-
tion. Additionally, our dataset contains a larger amount
of annotated vessels, with double the instance count of the
ShipRSImageNet dataset. While S2-Ships [3] provides seg-
mentation masks for vessel objects, the dataset only con-
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Figure 2. Visualization of the UOW-Vessel dataset. The UOW-Vessel dataset contains 10 vessel categories. The first row shows the color
images of the vessels, and the second row shows the corresponding ground-truth annotations for the instance segmentation task.

tains 16 images from Sentinel-2 and one vessel category.
Compared to S2-Ships, UOW-Vessel is more suitable for
fine-grained vessel recognition tasks. In summary, these
distinctions make the UOW-Vessel dataset a valuable re-
source for vessel surveillance research.

2.2. Algorithms

Traditional vessel recognition methods generally adhere
to the following workflow: sea-land separation, removal of
environmental effects, vessel candidate detection, removal
of false alarm detection, and classification [11]. Within this
sequence, the detection and classification of vessel candi-
dates are the areas of significant research interest. Tra-
ditional vessel detection methods include threshold-based
methods [21], salient-based methods [25], and methods
based on shape and texture features of the vessels [14, 29].
These methods are generally fast, however, there still ex-
ist some limitations such as high false alarm rates and poor
generalization to complex backgrounds [11].

With the growing number of optical satellite image
datasets, deep learning-based methods have emerged as the
leading approach for vessel detection. Detecting vessels via
satellite imaging is a challenging task due to the objects’
varied aspect ratios, arbitrary orientations and sometimes
dense distributions. For example, the horizontal bounding
boxes for arbitrary-oriented vessels that are closely docked
to each other include redundant background. Hence, detec-
tion methods that rely on horizontal bounding boxes are not
sufficiently precise for practical needs. Some rotated detec-
tors have been proposed to solve this issue. An anchor-free
rotation vessel detector is introduced in [27], which utilizes
a Gaussian mask branch to model the vessels more accu-
rately based on their geometry characteristics. In [13], a
dual-branch regression is designed to generate rotated re-
gion proposals. It consists of two independent regression
branches: orientation-agnostic regression branch to pre-

dict the bounding box variables, and orientation regression
branch to predict the ship orientation. In [15], the rotated
bounding box is determined by the regression of the long
and short sides of the vessels. This approach transforms the
angle regression task into the side regression task, which
avoids the problems of predicting the angle directly.

For vessel classification, the aim is to categorize the de-
tected vessels into a specific class, e.g. destroyer, land-
ing, or frigate. Inter-class similarity and intra-class differ-
ence are challenging problems in vessel classification, i.e.
vessels from the same class may have different visual ap-
pearances while vessels from different classes may appear
similar. Deep learning methods can tackle these problems
due to their capability to extract discriminative features au-
tomatically from large labeled data. In [26], a multilevel
enhanced visual feature representation is designed to fuse
the re-weighted regional features, thereby focusing on the
silent region and suppressing other regions. Additionally,
an attribute-guided feature extraction branch is designed to
generate complementary attribute features (i.e., scale and
aspect ratio), which are combined with enhanced features
for classification. An attention mechanism is applied in sev-
eral studies to differentiate the vessels more effectively in
dense and complex scenes. In [18], an attention mechanism
is employed to improve the accuracy of the model by focus-
ing on high-response channels. In [8], a dual-mask attention
module is used to suppress clutter and enhance the distinc-
tion between closely docked vessels.

3. UOW-Vessel dataset

In this section, we describe the data collection and an-
notation process of satellite images for identifying vessel
targets. We then present the statistics and the organization
of our dataset.
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(a) Distribution of the number of unique vessel
categories per image.

(b) Distribution of the relative size of instance
masks with respect to the image size.

(c) Distribution of the number of vessel in-
stances per image.

Figure 3. Statistics of the UOW-Vessel dataset. Best viewed digitally.

3.1. Data collection

We collected satellite images from various naval bases
and maritime routes worldwide. The collection tool allows
us to retrieve high-resolution satellite images at various lo-
cations on Earth. In total, we collected 3,500 images from
35 naval bases, across 14 countries and 4 continents. To
enhance the diversity of the dataset, we systematically col-
lected the images with various timestamps from July 2007
to May 2023. We employed map rotation, tilt and zoom
functionalities to acquire diverse viewpoints of the maritime
scenes. Furthermore, we intentionally captured images in
challenging scenarios (e.g., with sunglint effect, poor illu-
mination, or cloudy/hazy conditions) to account for a wide
range of real-world scenarios. For each image, we also
saved the metadata, including the GPS coordinates, date,
and time. This information can facilitate image data analy-
sis, especially in locating specific vessel features.

In this dataset, the vessels of interest include Air-
craft Carrier, Landing, Cruiser, Destroyer, Frigate, Patrol,
Corvette, Submarine, Other Military, and Civilian. The
class “Other Military” contains auxiliary vessels such as
training ships, survey ships, medical ships, and oil replen-
ishment ships. Our dataset covers a wide range of military
vessels from various navies around the world. Furthermore,
our dataset is the only one that provides annotations for the
Corvette class, which is a significant type of warships not
available in the existing datasets.

3.2. Data annotation

For this dataset, we use polygons to annotate the vessel
objects. With polygon annotations, objects with irregular
shapes or multiple components can be more precisely anno-
tated compared to other annotation types, e.g., horizontal or
oriented bounding boxes. This is important for vessel de-
tection tasks because vessels can have arbitrary orientations
and complex shapes, with multiple components such as the
hull, deck, and superstructure. This level of detail can help
deep learning models differentiate vessels from other ob-

Table 2. The number of instances per ship category in each set and
the category distribution in the UOW-Vessel dataset.

Class Train Val Test Total Dist.

Aircraft Carrier 127 23 30 180 0.51%
Landing 723 117 238 1,078 3.03%
Cruiser 160 22 33 215 0.60%
Destroyer 512 80 154 746 2.10%
Frigate 666 117 180 963 2.71%
Patrol 1,037 120 280 1,437 4.04%
Corvette 444 47 131 622 1.75%
Submarine 584 95 166 845 2.37%
Other Military 3,602 502 1,001 5,105 14.34%
Civilian 16,599 3,277 4,531 24,407 68.56%

Total 24,454 4,400 6,744 35,598 100%

jects, even when the vessels are partially occluded or closely
docked in a complex background.

The annotation process consists of three rounds. Ini-
tially, our team manually categorized vessel objects into 10
classes. Subsequently, a team member reviewed the anno-
tations for accuracy and adjusted the polygon boundaries
as needed. Finally, the ground-truth data was processed
into suitable formats for network training. The annotation
ground-truth is available in the JSON format, which con-
tains the polygon coordinates for all images. Figure 2 shows
the visualization of annotated vessels in our dataset.

3.3. Dataset statistics

The UOW-Vessel dataset consists of 3,500 total images
with the image resolution ranging from 8, 192 × 4, 320 to
8, 192 × 6, 881 pixels. The dataset is partitioned into the
training, validation and test sets with the proportions of
70%, 10% and 20%, respectively.

Category statistics. There are 10 vessel categories
present in our dataset. Table 2 shows the distribution of the
number of instances per category in each set. The distribu-
tion indicates that there is an inherent class imbalance in the
dataset, as 68.6% of the instances belong to the Civilian cat-
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egory. The class imbalance reflects the real-life scenarios,
where civilian vessels tend to outnumber other classes, and
certain classes like Aircraft Carrier and Cruiser have fewer
instances. Additionally, Figure 3a presents the distribution
of the unique class counts per image. Overall, 55.11% of
the dataset has one unique class present in an image. The
largest number of unique classes an image has is 7 classes,
and these images account for only 0.37% of the dataset.

Instance statistics. Our dataset consists of 35,598 in-
stances in total. On average, each image is annotated with
10.2 instances. The most instances an image has in our
dataset is 682 of mostly civilian vessel objects. Figure 3c
shows the distribution of the number of vessel instances per
image. Furthermore, most of the vessel instances in our
dataset have a relatively small size compared to the im-
age size. Figure 3b illustrates the distribution of the rela-
tive sizes of instance masks with respect to the image size,
which is calculated as the square-root of [mask area divided
by image area]. The distribution shows that approximately
65.4% of the instances have a relative area smaller than 5%
of the image area.

3.4. Dataset organization

We provide the ground-truth annotations at three levels
in our dataset to cater for various purposes. The labels are
organized as follows:

• Level 0: All vessel instances are labeled as “Vessel”.

• Level 1: The vessel instances are labeled into two cate-
gories, “Military” and “Civilian”. All vessel categories
except ”Civilian” are grouped into the ”Military” class.

• Level 2: The vessel instances are labeled into ten
sub-categories: Aircraft Carrier, Landing, Cruiser, De-
stroyer, Frigate, Patrol, Corvette, Submarine, Other
Military, and Civilian.

4. Methodology
In this section, we present the recent instance segmen-

tation methods that are employed for vessel detection and
segmentation on our dataset. Compared to object detection,
instance segmentation methods not only detect objects in an
image but also predict the pixel-level masks for the objects.
We investigate three categories of instance segmentation
methods: two-stage, multi-stage, and single-stage methods.

Two-stage methods. The two-stage approach for in-
stance segmentation first generates candidate object propos-
als using an object detection algorithm. It then assigns a
class label and generates a binary mask for each object pro-
posal. Mask R-CNN [9] is a commonly used method for
object detection and instance segmentation. It is built upon
Faster R-CNN [20], by adding an extra FCN mask branch
to produce the object mask. The mask prediction branch is

added in parallel with the existing classification and bound-
ing box regression branches.

Multi-stage methods. Cascade Mask R-CNN [2] ex-
tends Cascade R-CNN [1] for instance segmentation. Be-
cause Cascade R-CNN consists of multiple detection and
classification branches, Cascade Mask R-CNN inserts the
segmentation branch in three different ways. The first and
second strategies add a single mask prediction branch at ei-
ther the first or the last stage. The third strategy adds a mask
prediction branch to every cascade stage.

Single-stage methods. The single-stage approach for in-
stance segmentation performs both detection and segmenta-
tion in a single architecture and therefore reduces the infer-
ence time. SOLOv2 [24] decouples the mask learning pro-
cess into convolution kernel learning and feature learning.
The method directly maps the input image to the desired ob-
ject classes and object masks without bounding box detec-
tion. CondInst [22] uses instance-aware mask heads to pre-
dict the masks, which are dynamically generated and condi-
tioned on each target instance. This eliminates the need for
ROI cropping and feature alignment in Mask R-CNN [9].

YOLO (You Only Look Once) is an effective one-stage
object detection method, first introduced in [19]. The
YOLO network typically has the following structure: Back-
bone for feature extraction, Neck for feature aggregation,
and Head for result regression. YOLOv5 [6] extends its
predecessors by introducing a Cross-Stage Spatial connec-
tion in the convolutional layers, and a Spatial Pyramid Pool-
ing module to capture features at multiple scales. Based
on YOLOv5, YOLOv7 [23] further enhances the detection
performance by using a new backbone called Extended Effi-
cient Layer Aggregation Network (E-ELAN) and applying
bag-of-freebies to optimize the training process. YOLOv8
[7] integrates multiple state-of-the-art modules into the net-
work architecture. The YOLO models support instance seg-
mentation tasks by adding a segmentation head to generate
the mask for each object.

5. Experiments
In this section, we first describe the implementation de-

tails and the evaluation metrics for training and testing. We
then report the quantitative and qualitative results of recent
instance segmentation methods on our benchmark dataset,
and present the analysis.

5.1. Implementation details

For Mask R-CNN and Cascade Mask R-CNN, we used
the default implementations provided by MMDetection
framework [17]. The batch size was set as 4, and the number
of epochs was set as 12. We used the Stochastic Gradient
Descent (SGD) as the optimizer for training, with a learning
rate of 0.02, a momentum rate of 0.9, and a weight decay of
0.0001.
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Method Backbone mAPb
50 mAPb mAPm

50 mAPm Params GFLOPs FPS

Level 0

Mask R-CNN [9] R-50-FPN 64.5 46.5 63.1 44.0 43.9 113.0 9.9
Cascade Mask R-CNN [2] R-50-FPN 66.4 49.8 64.6 45.5 77.0 1,632.0 9.2
SOLOv2 [24] R-50-FPN - - 51.6 30.4 46.2 113.9 4.8
CondInst [22] R-50-FPN 64.9 45.2 59.1 33.4 33.9 133.9 -
YOLOv5-L [6] CSPDarknet 87.9 69.4 79.9 52.3 47.4 147.0 50.7
YOLOv7 [23] CSPDarknet 88.6 70.3 80.4 52.2 37.8 142.6 50.1
YOLOv8-L [7] CSPDarknet 88.0 70.7 83.5 55.8 45.9 220.8 35.5

Level 1

Mask R-CNN [9] R-50-FPN 66.0 47.2 64.2 44.1 43.9 113.0 9.9
Cascade Mask R-CNN [2] R-50-FPN 67.2 50.8 65.8 45.8 77.0 1,632.0 9.0
SOLOv2 [24] R-50-FPN - - 53.2 32.2 46.2 113.9 5.1
CondInst [22] R-50-FPN 63.9 45.1 58.7 34.2 33.9 133.9 -
YOLOv5-L [6] CSPDarknet 85.2 68.0 78.2 51.9 47.5 147.0 50.8
YOLOv7 [23] CSPDarknet 85.3 68.3 78.5 52.0 37.8 142.7 50.2
YOLOv8-L [7] CSPDarknet 84.5 69.0 80.3 54.8 45.9 220.8 39.5

Level 2

Mask R-CNN [9] R-50-FPN 55.3 41.1 53.4 37.7 44.0 113.0 9.7
Cascade Mask R-CNN [2] R-50-FPN 59.3 48.2 57.6 41.7 77.1 1,637.0 9.0
SOLOv2 [24] R-50-FPN - - 53.7 36.7 46.2 114.1 4.8
CondInst [22] R-50-FPN 56.8 43.2 54.0 35.5 34.0 133.9 -
YOLOv5-L [6] CSPDarknet 82.4 70.6 78.9 57.3 47.5 147.2 51.5
YOLOv7 [23] CSPDarknet 82.1 70.5 78.7 57.7 37.9 142.8 50.5
YOLOv8-L [7] CSPDarknet 81.6 72.5 80.0 61.7 45.9 220.8 35.8

Table 3. Performance of instance segmentation methods on the UOW-Vessel data set. Top-1 performance of each level is shown in bold.

For SOLOv2 and CondInst, we trained the models us-
ing 1× learning schedule as implemented in the detectron2
framework. The batch size was set as 8. The models were
trained for 90K iterations with an initial learning rate of
0.01. The learning rate was reduced by a factor of 10 at
iteration 60K and 80K. The weight decay and momentum
were set as 0.0001 and 0.9, respectively.

For YOLOv5, YOLOv7 and YOLOv8, we adopted the
official GitHub repository for training. The batch size was
set as 16 for all models. We trained the models for 200
epochs with early stopping, i.e., if the validation perfor-
mance did not improve after 50 epochs. The SGD was also
used as the optimizer for training, with a learning rate of
0.01, a momentum rate of 0.937, and a weight decay of
0.0005. All models were initialized with the pretrained
weights on the MS-COCO dataset. We trained and evalu-
ated all models on an NVIDIA GeForce RTX 3090 GPU
with 24GB memory.

5.2. Evaluation metrics

We used three metrics to evaluate the performances of
the instance segmentation models: Mean Average Preci-
sion (mAP), giga floating-point operations (GFLOPs), and
frames per second (FPS).

Mean Average Precision (mAP) assesses the model

performance to simultaneously detect and segment objects
within an image. We compute the precision and recall val-
ues as follows. Let A and B denote the ground-truth and
a predicted bounding box, respectively. The Intersection-
over-Union (IoU) is the ratio between the areas of the inter-
section versus the union of A and B:

IoU = J(A,B) =
| A ∩B |
| A ∪B |

. (1)

A predicted bounding box is considered a true positive (TP)
if the IoU is higher than the threshold. The AP value for
each IoU threshold is computed by interpolating the pre-
cision values at various recall levels. Finally, we take the
mean of AP values across all IoU thresholds to obtain the
mAP. We report the mAP50 and mAP for the detec-
tion and segmentation predictions of the baseline methods.
mAP50 is calculated at the IoU threshold of 0.5, and mAP
is calculated across the IoU thresholds from 0.5 to 0.95.

Giga floating-points operations (GFLOPs) is the num-
ber of billions of floating-point operations required to pro-
cess one image.

Frames per second (FPS) is the number of images that
a model can process per second.
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(a) Image (b) Ground-truth (c) YOLOv5 [6] (d) YOLOv7 [23] (e) YOLOv8 [7]

Figure 4. Visualization of the vessel detection and segmentation on the UOW-Vessel dataset.

5.3. Baseline performances

Quantitative results. Table 3 summarizes the perfor-
mance of the recent instance segmentation methods on the
UOW-Vessel dataset. The performance of each method is
evaluated on three levels of annotation complexity, as de-
tailed in Section 3.4.

Firstly, the experimental results show that the detection
and segmentation performance generally decreases as the
task becomes more fine-grained (from Level 0 to Level 2).
For example, the performances of Mask R-CNN in Level 2
are lower than those in Level 0 by 5.4% to 9.7%.

Secondly, the results show a relatively consistent trend in
performances across three different levels. Cascade Mask
R-CNN performs better than Mask R-CNN across all mAP
metrics. However, the model complexity (GFLOPs) of Cas-
cade Mask R-CNN is approximately 14× higher than that
of Mask R-CNN. SOLOv2 and CondInst have a slightly
inferior performance compared to Mask R-CNN and Cas-
cade Mask R-CNN. Specifically, the mask mAP of Mask
R-CNN in Level 2 is 1.0% and 2.2% higher than SOLOv2
and CondInst, respectively. Note that the detection accuracy

for SOLOv2 is not reported as the method does not predict
the bounding box for the target instances.

Moreover, it can be observed that the YOLO methods
achieve better performance than other methods in terms of
prediction accuracy and inference speed. In terms of de-
tection accuracy, even though YOLOv8 has lower mAP50

than YOLOv5 and YOLOv7, it still has the highest mAP
overall. In terms of segmentation accuracy, YOLOv8 also
achieves the best performances compared to YOLOv5 and
YOLOv7. The inference speed of YOLOv8 is slower com-
pared to those of YOLOv5 and YOLOv7, however, it still
meets the real-time requirement for image processing.

Qualitative results. Considering the superior perfor-
mances of the YOLO algorithms, we show the visualization
of the detection and segmentation predictions of YOLOv5,
YOLOv7 and YOLOv8. The visualization results along
with the ground-truth are illustrated in Figure 4. It can
be observed that YOLOv8 can generate finer segmentation
masks compared to YOLOv5 and YOLOv7 (See Row 1).
Moreover, YOLOv8 can detect and segment objects in clut-
ter scenes, which are sometimes missed by YOLOv5 and
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YOLOv7 (See Row 5 and 6). However, it can be seen that
all methods still wrongly classify the vessel categories (See
Row 1, 5 and 6). The misclassification is likely due to the
inter-class similarity problem in vessel recognition, where
vessels in different classes may have similar appearances.

5.4. Further analysis

Challenging conditions. We investigate the effects of
the various challenging conditions on the performance of
the model. We divided the test set (701 images) into four
different scenes: normal, sunglint, cloud/haze, and low il-
lumination. We selected YOLOv8-Large as the baseline
model to evaluate the performance. The results are reported
in Table 4. Overall, the results show that the model per-
forms well in normal and sunglint conditions. However, the
performance decreases in poor illumination and cloud/haze
settings. The drop in performance is possibly because the
visual features of vessel objects in these settings are ob-
structed by poor weather and lighting conditions.

Table 4. Performance comparison on multiple weather conditions.

Scene # Images mAPb
50 mAPb mAPm

50 mAPm

Normal 473 (67.4%) 84.1 75.3 82.9 65.7
Sunglint 130 (18.5%) 80.8 72.0 80.4 63.1
Cloud/Haze 79 (11.2%) 74.8 62.2 69.3 46.5
Poor illumination 19 (2.7%) 60.4 54.7 59.5 46.4

Input image resolutions. We investigate the effects
of the input image resolutions on the performance of the
model. In this study, the image resolution is varied from
480 × 480 to 1440 × 1440 pixels. We selected YOLOv8-
Large as the baseline model to evaluate the performance.
All models are trained from scratch. The results are re-
ported in Table 5.

Table 5. Performance comparison on multiple image sizes.

Image size mAPb
50 mAPb mAPm

50 mAPm

480 × 480 73.0 60.6 70.6 49.7
640 × 640 76.7 65.2 75.5 56.2
800 × 800 78.0 66.9 77.0 60.1
960 × 960 85.6 76.9 84.5 68.8

1120 × 1120 81.5 71.8 81.0 66.2
1280 × 1280 79.9 70.2 79.4 64.8
1440 × 1440 87.8 79.4 87.1 72.9

The results show that the detection and segmentation ac-
curacy improves as the image size increases. The detection
and segmentation mAP enhance by 6.3% and 19.1%, re-
spectively, when the image size increases from 480 × 480
to 960 × 960 pixels. The performance also improves when
trained on the image size of 1440 × 1440 pixels. In par-
ticular, the performance is enhanced by 2.5% and 4.1% in

(a) 640× 640 (b) 1440× 1440

Figure 5. Confusion matrices of models trained on input image
sizes of 640× 640 and 1440× 1440 pixels. Best viewed digitally.

detection and segmentation mAP, respectively, compared to
the model trained on 960× 960 pixels.

The confusion matrices of the models trained on 640 ×
640 and 1440 × 1440 pixels are shown in Figure 5. The
predictions of all categories improve when increasing the
image size, especially for lower-performing categories such
as Patrol, Corvette and Landing. The improvement is likely
due to the model’s ability to capture finer details of the ves-
sel objects when the sizes of the vessel objects increase,
which is crucial in fine-grained vessel recognition tasks.
However, the trade-off between prediction accuracy and in-
ference speed should be considered when the model is ap-
plied to practical applications.

6. Conclusion
We introduced a large-scale dataset for fine-grained ves-

sel recognition in optical satellite images called UOW-
Vessel. The dataset contains the polygon annotation of the
vessel targets, which supports multiple approaches for ves-
sel recognition, including object detection, semantic seg-
mentation, and instance segmentation. We conducted ex-
tensive evaluations of recent instance segmentation methods
on the new benchmark dataset. The experimental results
showed that YOLOv8 achieves the highest performance for
detection and segmentation. We further examined how the
model performed with challenging scenarios and different
input image sizes. While recent methods have shown no-
table performances, there is still significant potential for im-
provement. We expect that UOW-Vessel dataset will facili-
tate the development of new algorithms for vessel detection
and segmentation.
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