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Abstract—Retrieving spatial information and understanding
the semantic information of the surroundings are important for
Bird’s-Eye-View (BEV) semantic segmentation. In the application
of autonomous driving, autonomous vehicles need to be aware
of their surroundings to drive safely. However, current BEV
semantic segmentation techniques, deep Convolutional Neural
Networks (CNNs) and transformers, have difficulties in obtain-
ing the global semantic relationships of the surroundings at
the early layers of the network. In this paper, we propose
to incorporate a novel Residual Graph Convolutional (RGC)
module in deep CNNs to acquire both the global information
and the region-level semantic relationship in the multi-view
image domain. Specifically, the RGC module employs a non-
overlapping graph space projection to efficiently project the
complete BEV information into graph space. It then builds
interconnected spatial and channel graphs to extract spatial
information between each node and channel information within
each node (i.e., extract contextual relationships of the global
features). Furthermore, it uses a downsample residual process
to enhance the coordinate feature reuse to maintain the global
information. The segmentation data augmentation and alignment
module helps to simultaneously augment and align BEV features
and ground truth to geometrically preserve their alignment to
achieve better segmentation results. Our experimental results
on the nuScenes benchmark dataset demonstrate that the RGC
network outperforms four state-of-the-art networks and its four
variants in terms of IoU and mIoU. The proposed RGC network
achieves a higher mIoU of 3.1% than the best state-of-the-art
network, BEVFusion. Code and models will be released.

I. INTRODUCTION

Semantic segmentation of Bird’s-Eye-View (BEV) is a con-
siderable challenge task in applications including autonomous
driving technology, robotics, autonomous warehouse and fac-
tory systems, and so on. For example, autonomous vehicles
need to be aware of their surroundings when navigating. To
drive safely, autonomous vehicles must be able to retrieve
spatial information from their environment and understand the
semantic information of their surroundings.

Deep convolutional neural networks (CNNs) [14], [24],
[18], [12] and transformers [25], [10], [19], [13] are the com-
mon backbones of BEV semantic segmentation. Specifically,
CNN-based models utilize CNN to extract multi-view image
features and process transformed BEV features. However,
CNN-based models require plenty of convolutional layers to
gain semantic relationships of the whole BEV features due
to the limited receptive field of each convolutional layer. On

the other hand, transformer-based models concentrate on local
patches or part of the global information rather than the over-
all region relationship when they analyze multi-view image
features. CoBEVT[19] is a transformer-based network that
uses sparsely sampled attention to obtain global information.
However, it cannot obtain global semantic relationships using
the sparsely sampled attention mechanism.

In general, traditional BEV semantic segmentation does not
consider contextual relationships of the global features at the
early layers of the network. This will lead to inaccurate seg-
mentation, especially at the border of the objects and the small
and delicate regions. To address this weakness, we propose
to incorporate a novel Residual Graph Convolutional (RGC)
module in deep CNNs, to enable BEV semantic segmentation
networks to acquire not only the global information but also
the region relationship in the BEV map domain produced by
multi-view images. Unlike the traditional Graph Convolutional
Network [8], our proposed RGC network utilizes a downsam-
ple residual process to enhance the coordinate feature reuse
to maintain global information. It also uses a non-overlapping
graph space projection to project the complete BEV informa-
tion into graph space, where interconnected spatial and channel
graphs acquire spatial information between each node and
channel information within each node to capture the contextual
relationships of the global features.

As shown in Fig. 1, a simplified schematic diagram of the
proposed RGC network focuses on the two interconnected
graphs. The RGC module extracts node features from BEV
features to describe relationships between regions in terms of
both spatial and channel dimensions before processing BEV
features. We build two completely linked graphs, namely the
spatial graph and the channel graph, in the RGC module.
The spatial graph learns the relationship between each node,
where a node represents multi-channel node features and
an edge represents the relationships between node features.
The channel graph learns the interdependency between each
channel, where a node represents node features along one
channel and an edge represents the relationships between
channels of each node feature. Multi-channel node features
of the spatial graph together with the node adjacency matrix
and the channel relationship weight of the channel graph
within each node are transformed to obtain interactive node
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Fig. 1. A simplified schematic diagram of the RGC network.

features, which are then transformed back into the coordinate
space to maintain not only the coordinate information but also
the contextual relationship information. As a result, our RGC
module efficiently estimates global contextual relationships.
Extensive experimental results on the nuScenes dataset [2]
show the proposed RGC-based BEV segmentation method
achieves state-of-the-art segmentation results of 59.7% mean
IoU. Our contributions are as follows:

1) Proposing a novel RGC module consisting of two
interconnected graphs (i.e., the spatial graph and the
channel graph), where the spatial graph extracts spatial
information between each node and the channel graph
extracts channel information within each node. The
RGC module employs a downsample residual process
to enhance the coordinate feature reuse to maintain the
global information. It also employs a non-overlapping
graph space projection to efficiently project the complete
BEV information into graph space.

2) Incorporating the RGC module that contains both graph
and coordinate information in the deep CNNs to enable
BEV semantic segmentation networks to not only effec-
tively acquire the global information but also efficiently
estimate contextual relationships of the global informa-
tion in the BEV map domain produced by multi-view
images.

3) Proposing a segmentation data augmentation and align-
ment module to inhibit the overfitting and misalignment
problem in multi-view image and BEV domains by
simultaneously augmenting and aligning BEV features
and ground truth to geometrically preserve their seman-
tic alignment.

The rest of this paper is organized as follows: Section 2
introduces the related work and the differences between our
proposed methods and the related work. Section 3 presents an
overview of the proposed RGC network and describes three
modules in detail. Section 4 compares the proposed network
with several state-of-the-art networks using the nuScenes
dataset. Finally, section 5 draws the conclusion.

II. RELATED WORK

In section 2, we will introduce BEV semantic segmentation
related work and graph convolutional network related work. In
addition, we will briefly discuss the differences between our
proposed method and the related works.

A. BEV Semantic Map Segmentation

BEV semantic map segmentation is divided into single-
view segmentation and multi-view segmentation. Since it is
challenging to rebuild the whole BEV semantic map from the
monocular picture captured by the front-view vehicle camera,
earlier single-view segmentation [26], [1] often uses the high
perspective dataset [5]. With the emergence of multi-view
datasets [17], [2], current approaches use intrinsic and extrinsic
matrices of the camera to translate multi-view autonomous
driving datasets into the BEV semantic map. Two popular
categories of segmentation techniques are transformer-based
segmentation [25], [10], [19], [13] and deep CNNs-based
segmentation [14], [24], [18], [12].

Cross-View Transformer (CVT) [25] is one type of the
transformer-based segmentation technique. It uses a camera-
aware transformer together with intrinsic and extrinsic ma-
trices of cameras to obtain the map-view segmentation from
multi-view monocular patches. Like most transformers, CVT
focuses attention on the local patch information to extract BEV
features rather than the overall region relationship. Cooperative
Bird’s Eye View Transformer (CoBEVT) [19] is another type
of transformer-based segmentation technique. It uses sparsely
sampled attention to obtain sparse global information, which
cannot cover the whole global feature map. In other words, it
considers part of the global information rather than the whole
global relationship.

Lift, Splat, Shoot (LSS) [14] is the pioneer of the deep
CNN-based segmentation technique, which obtains a feature
map frustum in each view, combines all frustum into a unified
BEV intermediate representation using the geometric connec-
tion of the cameras, and then obtains map segmentation results.
BEVFusion [12] extends LSS into a multi-sensor framework
to combine the camera and LiDAR BEV feature maps to
achieve the best performance with a higher computational
cost. However, because of the limited receptive field of each
convolutional layer, LSS, BEVFusion, and other CNN-based
networks cannot capture the overall region relationship at the
early stage of the networks.

B. Graph Convolutional Network

Graph Convolutional Networks (GCNs) is initially devel-
oped for processing graph-structured data. The pioneering
work in GCNs [8] introduces a simplified formulation for
efficient and scalable graph convolutions, which allows for
effective learning on large-scale graph data such as human
motion data, coronary arteries data, and so on. Two represen-
tative work include MSR-GCN [4] and CPR-GCN [20], where
the former has outstanding performance on human motion pre-
diction and the latter outperforms state-of-the-art approaches
of automated anatomical labeling. Recently, researchers have
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explored to apply GCNs to image data by representing images
as graphs, to provide new perspectives and avenues. Compared
with the deep CNNs, GCNs have the benefit of learning the
relationships between nodes, which could be defined flexibly.
However, the applications of GCNs in image domain [3], [22],
[23] mainly consider the single image input, which always fail
to obtain relational information between multi-view images.

In this paper, we propose a Residual Graph Convolutional
(RGC) module to operate on multi-view images to generate
BEV features and obtain a RGC network to improve the
performance of the segmentation network. We apply the RGC
module at the early stage of deep CNNs to acquire the global
region relationship and reuse the coordinate information to
improve the segmentation performance. Unlike current GCN
networks, the RGC network first utilizes multi-view images
to generate BEV features. It then employs a non-overlapping
graph space projection to efficiently project the complete BEV
features, which are regarded as nodes, into the graph space to
capture contextual relationships at the early layer of networks.
It also utilizes a downsample residual process to enhance
coordinate feature reuse and information flow. In summary, the
proposed RGC network is able to simultaneously consider the
contextual relationships and the global information to improve
the segmentation performance.

III. METHOD

We propose a novel RGC network for BEV semantic seg-
mentation, which utilizes multi-view image inputs to generate
graph-based BEV features and produce BEV segmentation
results. The RGC network efficiently combines the region
interaction information and the BEV coordinate information
to increase segmentation accuracy. In this section, we first
provide an overview of the RGC network. We then briefly
introduce each module of the RGC network. Finally, we
describe the architecture of three proposed modules in detail.

A. Overview
In general, the RGC network could utilize any multi-view

BEV network as the backbone. In this paper, we build our own
modular segmentation network on BEVDet [7], a multi-view
3D object detector consisting of a simpler modular structure
compared with other networks. In addition to four modules
(i.e., image encoder, image-to-BEV view transform, BEV
encoder, and 3D object detection head) of BEVDet, we add
the segmentation data augmentation and alignment module to
enrich the features and inhibit the overfitting problem. We also
add the RGC module to estimate relationships between each
region in spatial and channel dimensions while maintaining the
coordinate information using its residuals. We further replace
the 3D object detection head with the semantic segmentation
head to obtain segmentation of multiple regions. The overall
architecture of the RGC network is presented in Fig. 2.

B. Functionality of Each Module
Fig. 3 illustrates all the operations involved in the RGC

module. Each module of the RGC network is briefly explained
below:

Image Encoder: It extracts multi-scale features of each
view image captured by an autonomous vehicle from differ-
ent horizontal views by utilizing the most recent backbone,
SwinTransformer [11]. It then combines features of different
resolutions to obtain compact multi-view features via the
conventional LSS-based neck [14].

Image-to-BEV View Transform: It [14], [7] projects fea-
tures of each view into coherent BEV features by predicting
multi-view depths, combining them to a unified pseudo point
cloud, and applying a vertical pooling process.

The Proposed Segmentation Data Augmentation and
Alignment: It augments coherent BEV features, and ground
truths by applying common data augmentation techniques
(rotation, flipping, and scaling) and simultaneously aligns
augmented BEV features with the ground region and 3D object
ground truths to enrich features and inhibit overfitting and
misalignment issues.

The Proposed Residual Graph Convolution: It uses the
spatial graph and the channel graph to extract spatial informa-
tion between each node and the channel information within
each node, respectively. It utilizes the downsample residual
structure to enhance the coordinate information and the non-
overlapping graph space projection to project the complete
BEV information into the graph space.

BEV Encoder: It uses a backbone and a neck to construct
the BEV encoder structure to further process BEV features,
which contain graph and coordinate information.

The Proposed Semantic Segmentation Head: It utilizes
BEV features to engender the BEV segmentation result for
the corresponding category, i.e. drivable area, ped-crossing,
walkway, stop-line, carpark-area, and divider.

In the following subsections, we will explain the proposed
three modules in more detail.

C. Three Proposed Modules

1) Segmentation Data Augmentation and Alignment Mod-
ule: The segmentation data augmentation and alignment mod-
ule aims to inhibit the overfitting and misalignment problem
in BEV domains by augmenting and enriching BEV features
and ground truths, maintaining the semantic consistency (e.g.
the 3D vehicles are on the drivable area), and preserving
semantic alignment. Unlike the augmentation in BEVFormer,
BEVFusion, CVT, and BEVDet, the proposed module pre-
serves semantic alignment between the augmented object and
segmentation ground truths and semantic alignment between
augmented BEV map and its augmented ground truths.

We apply some common data augmentation techniques,
including rotation, flipping, and scaling, to achieve this goal
due to their success in related 3D object detection methods [7],
[15], [21]. Given 3× 3 rotation and flipping transformer ma-
trices MRot and MFlip and the scaling transformer parameter
S, the augmented BEV feature map BAUG−BEV is generated
by:

BAUG−BEV = S ×MFlip ×MRot ×BBEV (1)

3326



Fig. 2. Overall architecture of the RGC network.

Fig. 3. Illustration of all operations in the RGC module, where & represents
the concatenation operation.

where BBEV is the BEV feature map. In order to automati-
cally align ground truth with augmented BEV feature maps,
the corresponding rotation angle is computed by the Euler
angle formula [6]:

angle = arctan

(
M−1

Rot(2, 1)

M−1
Rot(1, 1)

)
(2)

where M−1
Rot(x, y) denotes the element at the coordinate of

(x, y) of the inverse rotation matrix.
The augmented ground truth segmentation results TAUG are

estimated by:

TAUG = S ×MFlip × T (loc, angle, size) (3)

where T (loc, angle, size) is the ground truth segmentation
result rotated by angle at location loc with a size of size.

2) Residual Graph Convolutional (RGC) Module: The
RGC module aims to learn the relationship between each
region along both spatial and channel dimensions while main-
taining the coordinate information. It consists of three sub-
modules: graph space projection, RGC layers, and coordinate
space reprojection.

Graph Space Projection. To project BEV coordinate fea-
tures into the graph space, we utilize the stride convolution
operation φ to convert input BEV features X ∈ RC×H×W to

downsampled BEV features VD ∈ RC×H
d ×W

d : VD = φ(X)
where d represents the stride size. Since the filters have a
kernel size of d× d and are not overlapping, the convolution
operation φ is able to efficiently gather the complete BEV
information.

RGC Layers. We obtain downsampled BEV features VD

after the graph space projection. With the reshaping process,
we transform VD to graph node features VN ∈ RC×HW

d2 ,
where HW

d2 represents the node number DN and C represents
the channel number for each node. In order to get the rela-
tionship between every region in the BEV domain from both
the spatial and channel dimensions, we build two completely
linked graphs, namely the spatial graph and the channel graph,
in the RGC module. The spatial graph learns the relationship
between each node, where a node represents multi-channel
node features and an edge represents the relationships between
node features. The channel graph learns the interdependency
between each channel, where a node represents node features
along one channel and an edge represents the relationships
between channels of each node feature. The two graphs contain
the node adjacency matrix AG ∈ RDN×DN and the channel-
specific weights WG ∈ RC×C for each node. They are used to
compute interactive features VG ∈ RC×HW

d2 of the RGC layer
by

VG = WG × VN ×AG (4)

During the training process, AG and WG are randomly
initialized and optimized along with other network parameters
by the Stochastic Gradient Descent (SGD) method. It is worth
noting that VG has the same dimension as VN . However, it
not only captures the relationship of the nodes but also the
relationship of the channels within each node. We further
reshape VG to YG to have the same dimension as VD. To
seamlessly combine the low-resolution coordinate features and
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drivable area ped crossing walkway stop line carpark area divider mean
OFT [16] 74.0 35.3 45.9 27.5 35.9 33.9 42.1
LSS [14] 75.4 38.8 46.3 30.3 39.1 36.5 44.4
CVT [25] 74.3 36.8 39.9 25.8 35.0 29.4 40.2
BEVFormer [10] 80.7 - - - - 21.3 -
BEVFusion [12] 81.7 54.8 58.4 47.4 50.7 46.4 56.6
RGC (ours) 81.7 57.1 60.5 51.7 53.8 53.5 59.7

TABLE I
COMPARISON OF THE SEMANTIC SEGMENTATION RESULTS OF THE PROPOSED RGC NETWORK AND FIVE STATE-OF-THE-ART BEV NETWORKS. ALL

METHODS COMPUTE THE IOU VALUE TO EVALUATE THE SEGMENTATION PERFORMANCE. THE LAST COLUMN DENOTES THE AVERAGE OF IOU VALUES
OF SIX CLASSES, WHERE THE LARGER VALUE INDICATES THE BETTER PERFORMANCE. WE USE BOLD TO HIGHLIGHT THE BEST RESULTS FOR EACH OF

SIX CLASSES AND THE BEST OVERALL RESULT.

variant augment graph drivable area ped crossing walkway stop line carpark area divider mean FPS
A 67 32.8 36.9 29.1 31.9 31.2 38.2 15.0
B RGC 72.3 37.8 44.7 33.9 38.4 41.6 44.8 14.7
C ✓ 80.5 54 58.2 47.7 52.3 51.3 57.3 14.7
D ✓ GloRe 80.9 54.4 58.5 48.6 51.8 51.7 57.7 14.6
E ✓ RGC 81.7 57.1 60.5 51.7 53.8 53.5 59.7 14.5

TABLE II
ABLATION STUDY OF DIFFERENT COMBINATIONS OF DATA AUGMENTATION AND GRAPH STRATEGIES. AUGMENT DENOTES THE PROPOSED

SEGMENTATION DATA AUGMENTATION AND ALIGNMENT MODULE. RGC DENOTES THE PROPOSED RESIDUAL GRAPH CONVOLUTIONAL MODULE. GLORE
DENOTES THE TRADITIONAL GLOBAL REASONING MODULE. ALL METHODS COMPUTE THE IOU AND FPS VALUES TO EVALUATE THE SEGMENTATION

PERFORMANCE AND MODELS’ INFERENCE SPEED. HIGHER IOU VALUES INDICATE BETTER SEGMENTATION RESULTS AND HIGHER FPS VALUES
INDICATE FASTER INFERENCE SPEED. WE USE BOLD TO HIGHLIGHT THE BEST RESULTS FOR EACH OF SIX CLASSES AND THE BEST OVERALL RESULT.

graph features, we propose a downsample residual process to
obtain combined features Y by

Y = YG + σ(X) (5)

where σ represents a downsampling convolution operation to
transform X to VC ∈ R

C×H×W

d2 with the same dimension of
YG.

Coordinate Space Reprojection. After the graph interac-
tion, we utilize the upsampling operation to reproject Y back
to the original BEV space RC×H×W to be consistent with
the network architecture. Specifically, the bilinear interpolation
Fbilinear is adopted to upsample Y by d times to obtain
residual graph features XG:

XG = Fbilinear(Y, scale = d) (6)

After reprojection, the residual graph features XG are fi-
nally concatenated with input BEV features X to maintain
both original information and processed information inputs as
(Concat(X,XG)).

3) Semantic Segmentation Head Module: We utilize nine
convolutional layers including eight 3 × 3 and one 1 × 1
convolutional layers to get the binary mask for each category.

IV. EXPERIMENTAL RESULTS

We utilize the benchmark dataset nuScenes [2] to evaluate
the proposed RGC network and all compared networks. The
nuScenes dataset consists of 1,000 driving scenes collected
in Boston Seaport and Singapore’s One North, Queenstown
and Holland Village districts. It is one of the most popular
datasets for semantic segmentation in autonomous vehicle.
It consists of 700 scenes in the training set, 150 scenes in
the validation set, and 150 scenes in the testing set. Every
scene contains a LiDAR set and colorful images from six

view cameras. Each scene is also labeled with semantic mask
annotations for 11 semantic classes and additional bitmaps.
In our experiment, we choose six important segmentation
classes for evaluation, which are also commonly used in
other compared state-of-the-art networks [12]. These semantic
classes include drivable area, ped-crossing, walkway, stop-line,
carpark-area, and dividers.

A. Implementation

The overview of RGCN is shown in Fig. 2. To maintain
high computational efficiency, all multi-view input images
are downsampled to 256 × 704 in all experiments. Multi-
view image features are then extracted using the up-to-date
network SwinTransformer [11], which is pre-trained on the
ImageNet [9]. They are further processed by the image-to-
BEV view transform to get unified BEV features, which have
64 channels and a 128 × 128 resolution. After incorporating
the proposed segmentation data augmentation and alignment
and RGC modules, the channel number of BEV features is
doubled after the concatenation operation.At last, the BEV
encoder utilizes ResNet to further process BEV features. The
proposed semantic segmentation head module generates the
segmentation mask for each semantic class.

B. Quantitative Results

We utilize two metrics, namely, Intersection-over-Union
(IoU) and mean IoU (mIoU), to evaluate the performance of all
networks. Table 1 compares the performance of the proposed
RGC network with five state-of-the-art BEV segmentation
networks [16], [14], [25], [12], [10] on six categories in
terms of IoU and mIoU, which were reproduced by [12]. To
ensure a fair comparison, we use the results of the single
timestamp BEVFormer model. BEVFormer [10] reports a
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Fig. 4. Illustration of qualitative segmentation results of six sets of multiple view input images. The six view images in each set surround the ego-vehicle and
are displayed on the left, where the top three images are front view images and the bottom three images are back view images. The upper row on the right
presents our predicted BEV segmentation for drivable area, ped-crossing, walkway, stop-line, carpark-area, and dividers. The lower row on the right presents
the ground truth segmentation for the same six classes for easy comparison. The qualitative segmentation results show that the proposed method is able to
accurately segment wide roads, but it does not sense the narrow paths well.

drivable area accuracy of 80.7% and a divider accuracy of
21.3%, which are respectively lower than the accuracy of
RGC by 1.0% and 32.2%. Each BEV query of BEVFormer
[10] only interacts with image features in the regions of
interest. On the contrary, the proposed RGC model considers
all regions of BEV features to more thoroughly consider
global semantic relationship to achieve better performance as
shown in Table 1. In general, the RGC network outperforms
the other four segmentation networks by at least 3.1% in

terms of mIoU. Specifically, the RGC network achieves a
higher IoU of 2.3%, 2.1%, 4.3%, 3.1%, and 7.1% than the
best-compared network (i.e., BEVFusion) for five semantic
classes of ped-crossing, walkway, stop-line, carpark-area, and
divider, respectively. It performs similarly as BEVFusion on
the drivable area containing a large region. The RGC network
achieves a higher IoU of at least 6.3%, 18.3%, 14.2%, 21.4%,
14.7%, and 17.0% than the other three compared networks for
six semantic classes of drivable area, ped-crossing, walkway,

3329



stop-line, carpark-area, and divider, respectively. In summary,
the RGC network outperforms the four compared networks in
all six semantic classes, especially in five classes with small
and delicate regions.

C. Ablation Study

Table 2 compares the performance of the proposed RGC
network and four variants in terms of IoU in each category and
mIoU. Variant A is the baseline network without segmentation
data augmentation and alignment and RGC modules. Variants
B and C are the baseline network adding the RGC module and
the segmentation data augmentation and alignment module,
respectively. Variant D is variant C adding a GloRe [3] module,
which has similar functionality as the RGC module. Other
graph convolutional networks such as MSR-GCN [4] and
CPR-GCN [20] cannot process the image dataset. As a result,
we do not include their variants to compare with the perfor-
mance of the proposed RGC module. Variant E is the proposed
RGC network (i.e., variant C adding the RGC module). Table
2 shows that variant B improves the baseline network by
6.6% in mIoU due to the incorporation of RGC and variant
C improves the baseline network by 19.1% in mIoU due
to the incorporation of segmentation data augmentation and
alignment. Variant D improves the accuracy of all semantic
classes except for the carpark-area when compared with vari-
ant C. Variant E (i.e., the proposed RGC module) significantly
improves the segmentation accuracy of all semantic classes
when compared with variant C. It also outperforms variant
D with a higher mIoU of 2.0% due to the incorporation of
RGC instead of GloRe. We believe this improvement may
mainly attribute to: 1) extracted spatial information between
each node and channel information within each node resulting
from the two interconnected spatial and channel graphs; 2)
the enhanced coordinate feature reuse resulting from the
downsample residual process in RGC layers; 3) the similar
semantic regions clustered and represented by a node in the
graph region; 4) the usefully connected relationships between
different BEV-space feature dimensions after reasoning the
relationships of different regions; and 5) the projection of
the connected information to the coordinate space. Specifi-
cally, the interconnected graphs extract node features from
BEV features to describe relationships between regions in
terms of both spatial and channel dimensions to improve the
segmentation accuracy. In addition, the downsample residual
process enhances the coordinate feature space to maintain
both coordinate and contextual relationship information to
efficiently estimate global contextual relationships to improve
the segmentation accuracy. It should be mentioned that adding
the RGC module or the data augmentation module makes
the inference speed of variant B or variant C slower than
variant A by 0.3 FPS. Simultaneously adding RGC and data
augmentation modules makes the inference speed of variant
E slower than variant A by 0.5 FPS and the accuracy of
variant E higher than variant A by 21.5%. In general, adding
proposed modules leads to a little slower computational time
and significantly higher accuracy (i.e., mIoU).

Fig. 5. Illustration of one sample scene of six views (first two rows),
segmentation result of Variant C (third row), segmentation results of Variant
E (fourth row), and the ground-truth (fifth row). The inaccurate segmentation
results are circled in red.

D. Qualitative Results

Figure 4 presents six sample scenes, their segmentation
results obtained by the proposed RGC network, and their
ground-truth segmentation results. Figures 4(A),(B),(C), and
(D) are scene shots in the daytime, while Figure 4(E) and (F)
are scene shots at night. Figures 4(E) shows the segmentation
results are not perfect due to the lack of light at night. How-
ever, we observe that Figure 4(F) shows that the segmentation
results of the RGC network on a night scene are satisfactory
when there is sufficient light at night. In general, the RGC
network is able to produce segmentation results that match
well with ground truths.

Figure 5 presents the qualitative results of a traditional deep
CNN-based segmentation network without an RGC module
(Variant C on the third row of Table 2) and the proposed
RGC network (Variant E on the fifth row of Table 2) on
one sample scene. We observe that the traditional deep CNN-
based segmentation network cannot accurately segment the
border of a delicate region as circled in red and the RGC
network produces more accurate segmentation results due to
its accurate estimation of global contextual relationships.

V. CONCLUSION

In this paper, we propose a novel network that employs an
RGC module to estimate global contextual relationships via
interconnected spatial and channel graphs and maintain the
enhanced coordinate information via a downsample residual
process. A non-overlapping graph space projection is utilized
to efficiently project the complete BEV information into graph
space. A segmentation data augmentation and alignment mod-
ule is further incorporated to enrich features and align BEV
features and ground truth to geometrically preserve their se-
mantic alignment and inhibit the overfitting and misalignment
issue. The RGC network obtains state-of-the-art performance
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on the nuScenes benchmark dataset when compared with four
state-of-the-art networks and its four variants in terms of both
IoU and mIoU.
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