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Abstract

Virtual Reality (VR) headsets allow users to interact with
the virtual world. However, the device physically blocks
visual connections among users, causing huge inconve-
niences for VR meetings. To address this issue, studies have
been conducted to restore human faces from images cap-
tured by Headset Mounted Cameras (HMC). Unfortunately,
existing approaches heavily rely on high-resolution person-
specific 3D models which are prohibitively expensive to ap-
ply to large-scale scenarios. Our goal is to design an effi-
cient framework for restoring users’ facial data in VR meet-
ings. Specifically, we first build a new dataset, named Facial
Image Composition (FIC) data which approximates the real
HMC images from a VR headset. By leveraging the hetero-
geneity of the HMC images, we decompose the restoration
problem into a local geometry transformation and global
color/style fusion. Then we propose a 2D light-weight fa-
cial image composition network (FIC-Net), where three in-
dependent local models are responsible for transforming
raw HMC patches and the global model performs a fusion
of the transformed HMC patches with a pre-recorded refer-
ence image. Finally, we also propose a stage-wise training
strategy to optimize the generalization of our FIC-Net. We
have validated the effectiveness of our proposed FIC-Net
through extensive experiments.

1. Introduction
Visual contact is important in human social communica-

tions because it can increase the level of presence and com-
fort, and promote close interaction among communicators.
Visual contact is not only needed in the real world but also
demanded by the next generation of communication medi-
ums in Virtual Reality (VR), which relies on the headset to
launch the virtual world. However, using a VR headset can
also block the user’s face, leading to the invisibility of the
real appearance. This might be problematic for VR meet-
ings where people want to see each other’s real faces. See

*This work was done when Zheng Chen was an intern at OPPO US
Research Center.

Figure 1. An illustration of a video meeting in the VR world.
There are four people — Jack, Tom, Arlen, and Molly having a
video meeting with VR headsets. Instead of meeting with their
avatars in the VR world, they want to see each other’s real face,
which is unfortunately blocked by the headset (a). In this work,
we aim to reveal the 2D face behind the headset and enable people
to have a real face-to-face video meeting (b) in the same manner
as in the real world. Picture credit: [4].

Figure 1 for an example.
To tackle this issue, a possible solution is to capture local

areas of the human face by mounting several small InfraRed
(IR) cameras, e.g., headset mounted cameras (HMC), to
capture partial facial regions inside and around the headset.
However, this solution is faced with a few major challenges:
(1) IR cameras are of limited field of view and can only cap-
ture local facial regions (e.g., left eye, right eye, and mouth)
due to the field of view and physical space in the headset.
Therefore, restoring the complete face with sufficient de-
tails from these partial observations is non-trivial. (2) The
positions of IR cameras deviate from the front view by a
large angle. Closer objects thus have large non-linear distor-
tions. Traditional photo geometric parametric models can-
not work well under these conditions, and advanced restora-
tion models can be too computationally costly to the mobile
device with limited memory and computation resources; (3)
IR cameras only detect thermal energy emitted from objects
at dark environment inside the headset. The thermal images
need further processing to recover color. It is difficult to
make the appearance restoration work well for all faces of
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different skin colors and texture patterns.
To overcome the above challenges, we propose a 2D

Facial Image Composition network (FIC-Net) that inte-
grates local transformation models and a global composi-
tion model. Given three HMC images from the left eye,
right eye, and mouth, respectively, we first transform local
HMC images into a frontal view through a novel view syn-
thesis. Three independent local models are built for images
captured from three different facial parts. To better recover
the color and appearance of the face, we provide a reference
RGB image of the same user at the next global composition
stage. Once the local patches are corrected, they are merged
with the colorful reference image, the result of which is then
used as the input to the global model. Finally, the global
model will learn a global color transfer and image fusion
supervised with the complete ground truth image.

To summarize, our contributions include:

• We propose a novel 2D image restoration model for
restoring complete facial images from partial obser-
vations. The model works progressively from local
patches to the global face, where local transformations
are corrected first, following which the global color
and texture pattern are restored.

• We propose a novel stage-wise training strategy so that
the generalization of both local and global models can
be maximized.

• We build a new 2D image composition dataset for
restoring the complete 2D face and conduct extensive
experiments to reveal the advantages of our proposed
method. The comparisons over several other baselines
validate the effectiveness of our method, which can
generalize very well to new face images.

2. Related Work
Facial Expression Restoration: Existing approaches

[5] [18] [15] [20] [8] [28] for restoring a complete face
using partial observations in VR headset aim to drive an
avatar using images from HMC. Those methods usually re-
quire a pre-captured personalized 3D neutral mesh of the
user’s head. After that, target textures and geometry are
encoded from the HMC images. The encoded geometry is
further injected into the 3D neutral model to generate the
target 3D mesh. Then the target texture and the target 3D
mesh is combined to render an avatar that represents the
photo-realistic identity of the user. Although the existing
3D-based methods show excellent performance on restora-
tion for VR headset users, they still suffer from several lim-
itations. First, they heavily rely on person-specific 3D head
models, which require extremely expensive data collection
and computation, especially considering a unique 3D model
is required for each training and each testing person. Sec-
ond, the model complexity is high due to the use of 3D mod-

Figure 2. One example in the newly built FIC dataset. We use the
frontal-view image at each frame as the ground-truth (gt) image,
and use the complete face in another frame as the reference image.
The HMC crops are captured from angled images with the same
frame index as the gt image.

Table 1. FIC Dataset overview (splits).

Training 36545
Val 200
Weak Testing (Seen person; Unseen expression) 200
Strong Testing (Unseen person) 200

els, resulting in a heavy computational burden for practical
deployment, particularly on mobile devices.

GAN Inversion for Face Editing: GAN inversion [26]
is a powerful image editing technique. The general idea of
GAN inversion for face editing is to encode the input face
into a latent space where the desired manipulation/editing
is applied to the latent code. Then the new face can be ob-
tained by decoding the manipulated latent code through a
decoder/generator. The manipulation of the latent code can
be embeddings of geometric facial landmarks that are usu-
ally concatenated to the embedding of the image to form a
new latent code [19]. Semantic segmentation is also treated
as one latent space where changes can be made to the dense
semantic image, from which a new real image is gener-
ated [13] [14] [21]. Another popular latent space for edit-
ing might be the latent style space of Style-GAN2. Along
this direction, many representative works have been pub-
lished including leveraging the disentanglement of the la-
tent style space [25] [2], region-based semantic factoriza-
tion of the style space by a dual optimization [30], exploring
the local-rank property of latent subspace [29], and discov-
ering the underlying variation factors controlling semantics
[22]. In addition, Latent-Composition [1] and StyleMap-
GAN [11] are proposed to composite images. Both meth-
ods use StyleGAN-2 as the generator. The difference is
Latent-Composition fixes the weights of the generator while
StyleMapGAN trains the generator together with the image
encoder. GAN-inversion-based methods are able to gener-
ate natural human faces, but fail to maintain the identity and
details of expressions. Our FIC-Net is also based on GAN
and focus on 2D image composition/synthesis task. Among
all GAN-inversion-based methods, the closest work to ours
is the StyleMapGAN. However, an important difference is
that our method can maintain the expected identity and ex-
pression for the input image.
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Figure 3. Examples of homogeneous and heterogeneous images.
The homogeneity/heterogeneity is classified based on geometry
and color. We use !and %representing consistency and incon-
sistency in terms of geometry (red) and color (cyan). Best viewed
in color.

3. Dataset
To support the task of 2D face restoration, we build a new

dataset — FIC dataset to approximate the real user case of a
VR headset. Our newly built dataset is based on the MEAD
dataset [23] which collects video corpuses featuring differ-
ent people talking with eight differing expressions at three
distinct intensity levels. For each person, the video clips are
captured from seven different perspective angles, i.e., left-
30 (meaning the camera is placed in 30 degrees to the left
of the person); left-60; right-30; right-60; top-30; down-
30; front, simultaneously in a controlled environment. Data
in the MEAD dataset provides sufficient materials to ap-
proximate the VR scenarios, e.g., a cropped left eye patch
in the left-60 image represents the image from left HMC;
a cropped mouth in the top-30 image represents the image
from the mouth HMC. To maximize the restoration perfor-
mance, we also provide a reference image that can provide
critical information about the color of the face and the tex-
ture of the out-of-local (outside local patches) regions. In
real scenarios, the reference image could be captured be-
fore the headset is used.

We select 14 representative identities in the MEAD
dataset and use all video clips of those persons to make our
FIC dataset. To crop the local patches, we first use an ex-
isting landmark detection method [6] [7] [31] to detect 68
standard landmarks in a complete face. Then we use the in-
dex to classify the groups of landmarks and use the range
(with proper margins) of the corresponding landmark group
to determine the crop regions — left (including left eye and
left eyebrow); right (including right eye and right eyebrow);
and mouth (including most part of cheek). We show one ex-
ample of our built data in Figure 2.

In the FIC dataset, to fully examine the model gener-

alization to different data, we particularly split the testing
data into two categories — Weak Testing (WT) and Strong
Testing (ST) (see Table 1). We split the testing data accord-
ing to the visibility of the expression or the identity during
training. WT are images whose identities are seen while the
expressions are not seen during training. ST represents im-
ages that the model has never seen. It is fair to claim that
both WT and ST are not seen by the model during training,
but they represent different levels of novelty to the model —
WT data already leak the identity information into the train-
ing process, and this makes the generalization easier, while
ST data are completely new (except for the background) to
the model, which makes the generalization harder.
4. Methodology
4.1. Data Analysis

The data in FIC dataset is different from the data in con-
ventional image editing tasks, where both the reference im-
age and target image share the same geometric view and
color pattern. We call those types of image data homoge-
neous images. On the contrary, FIC data consists of images
with different geometric views and color patterns. For ex-
ample, the local patches — left, right, and mouth patches
are captured from three different non-frontal camera angles
and all images are grayscale. The reference image instead
is captured from a frontal camera angle and is in full RGB
color. During inference, the reference image can be cap-
tured before the VR headset is used. Our model can learn to
match the local patches with the provided reference image.
During training, the reference image is the corresponding
ground-truth image. Note that we only use the non-local re-
gions that exclude the left eye, the right eye, and the mouth
from the reference image during training. We call our FIC
data heterogeneous images.

We show the comparison of different levels of hetero-
geneities in Figure 3, where the left block contains exam-
ples of homogeneous images while the right block con-
tains heterogeneous ones. Homogeneous images are con-
sistent with respect to the geometry view (e.g. each pixel
is captured from the same camera angle) and color pattern
(e.g. all pixels are grayscale or RGB) across the whole im-
age. Heterogeneous images can show different levels of
heterogeneities. For example, the heterogeneity of Hete#1
and Hete#2 is only from the geometric views as they are
consistent in regard to the color pattern — either RGB or
grayscale. The heterogeneity of Hete#3 is only from the
color pattern as all pixels share the same geometric view.
Hete#4 has the largest heterogeneity as pixels are varying
with respect to both geometric view and color patterns.

Our FIC data is similar to the Hete#4, and have different
heterogeneities. Our task is to generate homogeneously real
faces from heterogeneous input images. To achieve this, we
decompose the large heterogeneity into smaller ones and
adopt a local-to-global structure, where the local part is re-
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Figure 4. Overview of the FIC-Net structure. FL, FR, and FM :
Neural nets for transforming left eyes, right eyes, and mouth, re-
spectively. FG: Neural net for the global fusion. The discriminator
D is responsible for distinguishing whether the global prediction
is real data (T rue) or fake data (F alse).

sponsible for only geometric heterogeneity and the global
part is responsible for only color pattern heterogeneity. The
reasons for this decomposition are two-fold. First, it might
be easier for the model to learn single heterogeneity than
a complex combination of heterogeneities. Second, local
models should not attempt to predict color as the user might
have different skin colors, and no clue about the color of
the user is provided in the HMC images. We cannot assume
any prior information about color during local transforma-
tion. Valid information about color can only be learned in
the global phase, where the reference RGB image of the
user is provided. We further decompose the geometric het-
erogeneity into independent ones as different local patches
have different geometric views, i.e., three independent mod-
els handle three independent patches.

4.2. Overview of the Proposed Model
By using the decomposition discussed in Section 4.1, we

propose our FIC-Net. The overall structure of the FIC-Net
can be seen in Figure 4. Two hierarchies are adopted —
one is the local-to-global hierarchy while the other one is
the independence of different local models. FIC-Net first
frontalizes different local patches separately. Then an inter-
mediate image which consists of the reference background
and frontalized local patches is generated. The global model
takes this intermediate image as the input and eliminates
the heterogeneity of the color pattern. We introduce the
local transformation models in Section 4.3; the global fu-
sion model in Section 4.4; and the training algorithm of the
whole FIC-Net in Section 4.5.

4.3. Local Transformation Models
We use three independent models to perform the local

transformation for three local patches separately. The three
models share the same structure but do not share weights be-
cause different patches have different transformations. All
local models use a simple autoencoder (AE) as the back-
bone. In the FIC dataset, we provide the ground-truth for
different patches. Training for all local models is fully su-
pervised.

We use the MSE and LPIPS [27] to compute the super-
vised loss for training local models. The MSE loss is com-
puted between the predicted local patch and the gt patch

Lmse =
1

N
∥pt − x̂∥22 , (1)

where N is the total number of pixels in the image, p̂t is
the prediction while x̂ is the local gt image, see Table 2 for
more information about notations. For the convenience of
notations, we omit the subscript for local patch names, e.g.,
l for the left patch. We denote the LPIPS loss [27] as Llpips.
The total loss for a local model is

Llocal = Lmse + Llpips. (2)

4.4. Global Fusion Model
The global fusion model is responsible for eliminating

the heterogeneity of color patterns. We build the global fu-
sion model using the GAN framework, as shown in Fig-
ure 4. The generator is still an autoencoder. We use the
provided complete face ground-truth image as the supervi-
sion of the generator. Similar to local models, we use MSE
and LPIPS [27] to compute the supervised loss between the
global prediction and the ground-truth image. We denote
the MSE and LPIPS [27] loss for global model as L′

mse and
L′

lpips.
We also have an extra adversarial loss for the global

model. The loss we use is the non-saturating loss [3] to-
gether with the R1 regularization [16]. We denote the adver-
sarial loss as Ladv. Then the total loss for the global model
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Table 2. Notations used for representing different data.
Symbol Description Symbol Description Symbol Description

x Frontal RGB complete image x̂ Frontal gray complete image
xl Frontal RGB left gt xr Frontal RGB right gt xm Frontal RGB mouth gt
x̂l Frontal gray left gt x̂r Frontal gray right gt x̂m Frontal gray mouth gt
x̂lt Tilted gray left patch x̂rt Tilted gray right patch x̂mt Tilted gray mouth patch
p̂lt Final predicted gray left p̂rt Final predicted gray right p̂mt Final predicted gray mouth

Figure 5. Training stages for FIC-Net.
becomes

Lglobal = L
′

mse + L
′

lpips + Ladv. (3)

4.5. Stage-wise Model Training

To clearly describe our training strategy, notations for
representing different image data are listed in Table 2.

We propose a four-stage training strategy for efficiently
training the FIC-Net. The overview of the training strategy
can be seen in Figure 5. There are several different domains
of data involved during the whole training process. We use
the superscript of D# to represent different domains.

Stage-I: We first split the training data into two sets, D1

and D2. In this stage, we train local models only using the
data in D1.

Stage-II: We use local models trained in Stage-I to pre-
dict frontalized patches for the raw patches of D2. Then for
each data sample in D2, we use the provided mask in the
FIC dataset to crop the out-of-local (background) region in
the reference image and fill the frontalized patches in. This
fusion operation generates a new domain of data, D3, where
all pixels of each image share the same geometric view.

Stage-III: The newly generated data D3 is used as the
data for training the global model. As we build the D3 based
on D2, we can directly use the gt images in D2 to supervise
the training of the global model.

Stage-IV: We resume the training of local models using
the data in D2, as the union of D1 and D2 is the complete
training data. We expect the final local models to be trained
thoroughly using all the training data.

Why do we split the data into D1 and D2? We split the
data into two sets because training local models using all
data in the Stage-I might do harm to the training of global

model in the Stage-III. Suppose we have trained the local
models thoroughly in Stage-I, then in Stage-II, we might
want to predict the local patches which have been seen by
the model during Stage-I, leading to all images in D3 hav-
ing near-perfect local patches. This will cause strong bias
to the input data of the global model and demolish the gen-
eralization as the global model might need to deal with non-
perfect local patches from local models. To diminish the do-
main shift of training data and testing data for global model,
we need to train the global model using non-perfect local
patches. To achieve this, we have to use the trained local
models to predict patches they never saw during Stage-I,
therefore we need to pre-split the training data into two sets
such that images in D2 is novel to the trained local models,
making data in D3 similar to the inference phase.

5. Experiments
5.1. Baselines and Implementation Details

We compare our proposed model (FIC-Net) with several
related methods, including the recently released StyleMap-
GAN (SMG) [12] which aims at local editing using a
StyleGAN [9]; Poisson Blending (PB) [17] that fuses local
patches using a geometric method. To support the predic-
tion, we use our trained local models to predict frontalized
local patches. PB is only responsible for global fusion. We
also compare our proposed local-to-global model with a sin-
gle autoencoder model (AE) that takes as input a mixture of
raw HMC patches and the out-of-local regions in the refer-
ence image. The input image for the AE model can be seen
as the Raw Composition in Figure 2.

The local models and the global model share the same
AutoEncoder (AE) structure. We show the details of our
AE backbone in Table 3. Our AE backbone contains three
downsamplings and three upsamplings. The difference be-
tween the local model and the global model lies in the chan-
nels for layer conv0 and conv5, where 1 is used for lo-

Table 3. AutoEncoder network structure in our FIC-Net.
Layer Filter Size Output Size
conv0 3 × 3/1 w × h × 64
conv1 3 × 3/2 w/2 × h/2 × 128
conv2 3 × 3/2 w/4 × h/4 × 256
conv3 3 × 3/2 w/8 × h/8 × 512

deconv0 3 × 3/2 w/4 × h/4 × 256
deconv1 3 × 3/2 w/2 × h/2 × 128
deconv2 3 × 3/2 w × h × 64
conv4 3 × 3/1 w × h × 64
conv5 3 × 3/1 w × h × 3
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Table 4. Quantitative comparison for weak testing data.
Method Runtime (s) (↓) MSEg (↓) MSEin (↓) MSEout (↓) SSIM (↑) PSNR (↑) LPIPS (↓)

StyleMapGAN [12] 0.0202 0.0570 0.1534 0.0287 0.7773 20.2123 0.1319
Poisson Blending (PB) [17] 0.0214 0.0119 0.0462 0.0017 0.9559 24.0310 0.1280

AutoEncoder (AE) 0.0098 0.0053 0.0210 0.0009 0.9132 27.7129 0.1264
FIC 0.0105 0.0048 0.0190 0.0001 0.9544 28.6264 0.0996

Table 5. Quantitative comparison for strong testing data.
Method Runtime (s) (↓) MSEg (↓) MSEin (↓) MSEout (↓) SSIM (↑) PSNR (↑) LPIPS (↓)

StyleMapGAN [12] 0.0196 0.0209 0.0480 0.0120 0.8389 21.8831 0.1843
Poisson Blending (PB) [17] 0.0224 0.0051 0.0185 0.0007 0.9565 27.8583 0.1711

AutoEncoder (AE) 0.0101 0.0081 0.0389 0.0010 0.9258 25.7609 0.1021
FIC 0.0113 0.0075 0.0316 0.0005 0.9404 26.1046 0.0863

Figure 6. Qualitative comparison on weak testing data.

cal models while 3 is used for the global model. We also
explore the performance of adding skip connections be-
tween the encoder and the decoder. We empirically find that
adding skip connections might hurt the performance. More
details about the ablation for skip connections can be found
in Section 5.4.

5.2. Evaluation Metrics
We use several metrics to evaluate the distance between

the generated face and the gt image. To assess the pixel-
level error between the generated image and its gt, we use
Mean Squared Error (MSE). Given that our application fo-
cuses on the synthesis of eyes and mouth, the quality of
generated images inside the patches is more critical/difficult
than the ones outside the patches. Therefore, we use MSEin
to evaluate the errors inside the patches and MSEout to eval-
uate the errors outside the patches, and MSEg to evalu-
ate the errors of the whole images. To evaluate the faith-
fulness, we adopt the Structural Similarity Index Measure
(SSIM) [24] and Peak Signal-Noise Ratio (PSNR). To eval-
uate the perceptual quality, we use Learned Perceptual Im-
age Patch Similarity (LPIPS) [27].

5.3. Comparisons
Weak Testing Data We first show the qualitative com-

parison of different methods in Figure 6, where the column
of Raw shows the input data in a form of raw composi-

Figure 7. Qualitative comparison on strong testing data.

tion, from which we can see what the reference image back-
ground and raw local patches are. Our FIC-Net shows better
image composition than other baselines. From Figure 6, we
can see that AE has the closest performance to our FIC-Net.
However, the results from AE are inferior to ours with re-
spect to the texture details of local patches, especially for
the transformation of the mouth patch. This issue happens
to AE because different local patches have different trans-
formations, but AE mixes the learning of different transfor-
mations in one single model.

Among different presented methods in Figure 6, PB
shows the visually-worst results. The biggest issue with PB
is it lacks the capacity to blend images with large hetero-
geneity (color in Figure 6) even after we have provided the
frontalized local patches. PB attempts to fuse the color and
texture in the boundary of the local patches, for example,
the right eye part of the first row and second row; the face
of the third row. But the attempt is too weak to reach most
regions inside local patches.

The SMG method shows results with a very different
style compared with other methods. Although the gener-
ated images look natural and smooth, they have lost the pre-
cise correspondence with the gt image. In SMG, we encode
the input image to a latent stylemap code, from which the
new images are generated. The generated image might be
able to maintain the general identity of the person, but the
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Figure 8. Artifacts in AE predictions.

expression will be out of control compared with the cor-
responding gt image. This is problematic for VR applica-
tions as the user might be sensitive to the inconsistency of
the real expression and the generated out-of-control expres-
sions. More detailed quantitative comparisons can be seen
in Table 4. We can still see the advantage of our proposed
method over other baselines on different quantitative eval-
uations, showing the effectiveness of our proposed model
to generate images with low pixel-wise errors; low image
noise; and strong structural and perceptual recovery.

One interesting thing one might notice in Table 4 is that
the SSIM value for the PB method is the highest among all
the presented methods. The reason for this is that SSIM ig-
nores the color information but only focuses on the structure
in the image, thus the failure of fusing color is not reflected
in the SSIM value.

Strong Testing Data Similar to the analysis of the weak
testing data, we show qualitative and quantitative compar-
isons for strong testing data in Figure 7 and Table 5, respec-
tively. As we can see in Figure 7, our proposed FIC-Net
is able to maintain a high-level performance for the data it
never sees. Predictions from AE become more blurry com-
pared with its predictions for weak testing data, e.g. eyes in
the first row and the second row in the column of AE.

However, we found the evaluation values for PB are par-
ticularly abnormal — PB can be the best method if we only
look at Table 5. But we can see the real performance from
Figure 7, where PB still fails to fuse the color and shows the
visually-worst results. The reason for this is related to the
skin color of the person. RGB values of a dark-color person
tend to be close to the values of grayscale local patches. In
this case, staying near the original local patches — as what
the PB does, will make the pixel values be close to the val-
ues of the gt image. On the contrary, other methods trying
to adjust the image values of local patches will enlarge the
distance between the generated image and the gt image. We
leave the investigation of a better evaluation metric consid-
ering skin color as future work.

Also, we can observe from Figure 7 that SMG takes the
strong testing images as input, but the output images are
actually natural images in training data with novel expres-
sions. This set of predictions from SMG validates the poor
generalization of the GAN-based methods. The generator
might be able to only learn the distribution of the given
training data. In this case, any new data in testing will be
encoded into the latent space of the training data.

Table 6. Comparison of different stage-wise training.
Stages MSEin (↓) SSIM (↑) LPIPS (↓)

Three-stage 0.0448 0.9389 0.0903
Four-stage 0.0316 0.9404 0.0863

∆ -0.0132 +0.0015 -0.0040

Figure 9. Results for strong testing data if we randomly sample a
reference image during training.

5.4. Ablation Studies
AE vs. FIC From the comparisons in Section 5.3, we

can see that the performance of AE is the closest one to our
proposed method, particularly for weak testing data. The
difference between the AE and our proposed FIC is that we
use a hierarchical local-to-global structure. The AE method
attempts to learn all functions with one single model in one
stage. This mixture of learning might be problematic for our
FIC data because our data is a kind of heterogeneous data.
The local patches from HMC might contain noises, e.g. the
neck part in the raw mouth patch in Figure 8. This kind of
noise will significantly affect the final image prediction, as
we show in the pred image of Figure 8, where the neck has
an obvious displacement compared with the gt image.

Different stage-wise training strategies We compare
the performance of the model trained with two different
stage-wise strategies in Table 6. “Three-stage” means that
we do not resume the training for local models in Stage-
IV(see Figure 5), while the “four-stage” means that the
complete training data is applied to train local models. We
can see that a complete training of local models (in the four-
stage) has a better performance than the three-stage strategy.
This validates that the additional training of local models
can improve model generalization.

How to select reference image? For the real use case,
we can obtain a reference image before the VR headset is
used. Intuitively, the reference image is an image that could
differ from the images when using the VR headset. Based
on this application setting, a straightforward way to select
the reference image could be a random sampling of an im-
age of the same person.

We show quantitative comparisons of the random sam-
pling and ours in Table 7, where we can see the generaliza-
tion performance on the strong testing data of our adopted
strategy is significantly superior to using the random sam-
pling. We further show some examples of predictions by us-
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Table 7. Comparison of different reference images.
Reference source MSEin (↓) SSIM (↑) LPIPS (↓)
Random sampling 0.1628 0.7256 0.1529

Ground truth 0.0316 0.9404 0.0863
∆ -0.1312 +0.2148 -0.0666

Table 8. Ablation for dataset split.
MSEin (↓) SSIM (↑) LPIPS (↓)

w.o Split 0.0513 0.9326 0.0902
w. Split 0.0316 0.9404 0.0863

∆ -0.0197 +0.0078 -0.0039

ing the random sampling strategy in Figure 9, from which
we can see the prediction collapses when it comes to the
strong testing data.

The reason for this problem is that if we use the back-
ground face in a randomly sampled face, then the model
might be confused to learn the mapping relation for the out-
of-local region. Since the out-of-local region might take
more than half pixels of the whole image, then the confusion
about this big region might lead to the failure of predicting
the whole face. If we use the background of the gt image,
we do not intend to leak information but want to explicitly
inject very useful knowledge into the model — the out-of-
local region of the output should be maintained the same
as the input. By doing so, we can reduce the complexity
of the learning process and resolve the potential confusion
about the model, leading to the whole training being more
efficient.

Is data split of D1 and D2 necessary? We use the data
split of D1 and D2 to enhance the generalization of the
global model. We show the comparison of using the data
split and not using it in Table 8. As we can see, the model
performance can be boosted if we apply the data split to the
training data.

Do we need skip connections? In this work, we also
explore the use of the skip connection between the encoder
and the decoder in the autoencoder backbone network. We
show the comparison in Table 9, where we test different
network settings. We can observe that the model can obtain
better performance without using the skip connection, espe-
cially when local models remove the skip connection. The
skip connection is usually used to strengthen the feature in-
tensity for the decoder features. However, in our FIC-Net
we need to learn local transformations to frontalize local
patches, meaning the input of the model has a different ge-
ometric structure than the output. This implies that the fea-
tures in the encoder and the decoder have different distri-
butions. If we apply skip connections between the encoder
and the decoder, we might damage the learned frontalized
features in the decoder, and fail to learn transformations.

GAN Ablation In Section 5, we have shown that the
GAN-based methods, e.g. SMG [12], cannot maintain the
desired identity, especially for images that are never seen
during training. In this experiment, we only use homoge-

Table 9. Ablation for skip connection in backbone net.
L-S G-S MSEin (↓) SSIM (↑) LPIPS (↓)

1 ✓ ✓ 0.0417 0.9130 0.1195
2 ✓ - 0.0421 0.9182 0.1227
3 - ✓ 0.0355 0.9399 0.0859
4 - - 0.0316 0.9404 0.0863

Figure 10. GAN-based composition on FFHQ.
neous RGB images (no geometry or color heterogeneities)
from another face dataset FFHQ [10], see Figure 10. We
randomly select reference images (first column, Figure 10)
that provide the face background and source images (second
column, Figure 10) that provide three local patches. Then
we can obtain new composited images as shown in the third
column. The output from the model can be seen in the last
column. We can see that although the generated images are
natural, the identity has been changed to different extents. It
seems that the model is just trying to find the closest image
to the input composited image from its learned image dis-
tribution. This phenomenon is consistent with our findings
in Section 5.
6. Conclusion

Restoring real faces covered by VR headsets is of great
significance to VR applications. However, there are two
major hurdles to achieve this efficiently. The first one
is existing approaches heavily rely on person-specific 3D-
model-based methods, hindering large-scale applications
across different platforms, especially for mobile devices.
The second one is the community still lacks sufficient data
to support research/engineering works related to restoring
complete faces. To overcome the existing obstacles, we first
build a new 2D face restoration dataset that highly approx-
imates the real use case of a VR headset. Then we propose
a 2D lightweight face restoration model that uses a local-
to-global hierarchy. Our model reveals high effectiveness
under a series of challenging experimental settings.
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