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Abstract

Document layout segmentation is a challenging task due
to the variability and complexity of document layouts. An-
cient manuscripts in particular are often damaged by age,
have very irregular layouts, and are characterized by pro-
gressive editing from different authors over a large time
window. All these factors make the semantic segmenta-
tion process of specific areas, such as main text and side
text, very difficult. However, the study of these manuscripts
turns out to be fundamental for historians and humanists, so
much so that in recent years the demand for machine learn-
ing approaches aimed at simplifying the extraction of in-
formation from these documents has consistently increased,
leading document layout analysis to become an increas-
ingly important research area. In order for machine learn-
ing techniques to be applied effectively to this task, however,
a large amount of correctly and precisely labeled images is
required for their training. This is obviously a limitation
for this field of research as ground truth must be precisely
and manually crafted by expert humanists, making it a very
time-consuming process. In this paper, with the aim of over-
coming this limitation, we present an efficient document lay-
out segmentation framework, which while being trained on
only one labeled page per manuscript still achieves state-of-
the-art performance compared to other popular approaches
trained on all the available data when tested on a challeng-
ing dataset of ancient Arabic manuscripts.

1. Introduction
As the amount of historical documents archived in digital

libraries around the world keeps increasing over the years,

*These authors contributed equally to this work

to preserve their content, the role of systems aiming at the
analysis of this content gets more and more important. The
main motivation behind the adoption of these systems is that
the raw format in which the documents are stored in their
digital form makes it very time expensive to analyze their
contents manually, therefore a necessary step to simplify
this process is represented by the automated transcription of
the documents. To perform this task, however, a preliminary
step is necessary. This step is represented by the binariza-
tion, or even better, the layout analysis of the pages of the
documents [5]. Document Layout Analysis (DLA) includes
several fundamental activities for document image process-
ing that allow for simplifying other more complex related
tasks such as optical character recognition [23], automatic
text transcription [16] and writer identification [24]. In par-
ticular, a central task of DLA is page segmentation which
consists of the subdivision of a given document image into
semantically meaningful regions (e.g. main text, side text,
and background).

Over the years, algorithms and methods dealing with
DLA have become increasingly popular, especially when
it comes to ancient and handwritten documents, which pose
an extra challenge compared to printed ones [30]. The rea-
son behind this added complexity is that the manuscripts
have complex and very variable layouts, with different and
uneven writing styles throughout the book. Furthermore,
in many manuscripts, around the main text, there are notes
and paratexts arranged marginally, with different orienta-
tions, writing styles, and font sizes, but often similar to the
main text, which makes feature extraction and semantic seg-
mentation very difficult. As a further complication, ancient
documents suffer from different levels of degradation due
to aging and bad conservation over time, such as scratches
and holes in the page, ink stains and text fading, noise, and
bleed-through.
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Typically, to address semantic segmentation problems,
Ground Truth maps (GT) are needed, to train the segmen-
tation models and test their performances. When it comes
to ancient manuscripts, obtaining these GTs turns out to be
very difficult as the segmentation must be done by an expert
in the document domain area, who knows how the classifi-
cation of the different regions of the document pages must
be performed. Moreover, the creation of the labeled data
must be pixel-precise which is a very time-consuming pro-
cess [18].

In this paper, we present a one-shot document layout seg-
mentation approach, which addresses the aforementioned
issues. In particular, we apply a popular document layout
analysis framework to the layout analysis of ancient Arabic
manuscripts in a one-shot learning setting, where we rely
on only one GT image per manuscript to train the model.

The rest of the paper is structured as follows: Section 2
reviews the state-of-the-art of document layout segmenta-
tion, especially those using the same dataset used for our
method; Section 3 describes the proposed one-shot learn-
ing approach; the experimental results and evaluations are
drawn in Section 4, where we provide a thorough compar-
ison between our approach and the current state-of-the-art;
finally, in Section 5 the conclusions and the future works
are provided.

2. Related Works
To deal with the layout analysis of handwritten histori-

cal documents, various approaches have been used, which
differ from each other, among other aspects, in terms of the
amount of labeled data involved in the training of the re-
spective models.

The supervised approaches solve the layout segmenta-
tion task by requiring a large number of labeled data for
training. These techniques typically represent the state-of-
the-art for the task at hand and address this problem both
with classical computer vision methods [3,9,17,19,22] and
by relying on deep learning models [1, 2, 6, 8, 29]. These
approaches have very high performance, but as previously
discussed they have a high demand for labeled data which
are often not available because, as previously mentioned,
creating them requires the involvement of a domain expert
and a considerable amount of time to segment the images.

Conversely, while unsupervised approaches do not re-
quire any labeled data for the training, they are very rare
in the context of DLA [7, 15, 28], the main reasons behind
this are connected to the complexity and variability of an-
cient manuscripts’ layout and also to the fact that typically,
when working with documents of any kind, the different
layout classes tend to present very similar characteristics,
as they are all typically represented by text in different for-
mats, making it very hard to consistently and correctly iden-
tifying them without any external supervision.

To overcome these problems, few-shot solutions have
been proposed, which involve the limited use of labeled
data for the segmentation task. Classical transfer learning
approaches where a feature extraction module pre-trained
on a large general-purpose model have been studied to ad-
dress the lack of annotated training data, as in [27] where a
network pre-trained on the popular ImageNet dataset is then
fine-tuned on the document images, however, what emerged
from this study is that the feature extracted from ImageNet
don’t seem to be effectively applicable for the downstream
task of document layout segmentation. A more recent ap-
proach, proposed in [13], combined a robust segmentation
network with effective data augmentation and segmentation
refinement strategies that allowed to reach state-of-the-art
performance for the layout segmentation task on the popular
Diva-HisDB [26] dataset while relying on only two labeled
instances to train the model.

2.1. Ancient Arabic Manuscripts Layout Analysis

The papers addressing the document layout segmenta-
tion task on the Bukhari et al. [6] dataset are very limited.
In [6], in addition to presenting the dataset, they propose an
approach based on a combination of feature extraction from
the connected components and a supervised multilayer per-
ception classifier to define the segmentation class. In [3]
instead, a learning-free method was proposed to detect the
main text area in ancient manuscripts. First, the main text
area is coarsely segmented using a texture-based filter and
then, as an energy minimization task, it is refined. In [4] a
Fully Convolutional Network is trained with the aim of seg-
menting into main text and side text regions by dense pixel
prediction. Instead in [1], a Siamese neural network is used,
trained on different patches in order to be able to calculate
their similarity and the distance matrix, in such a way as to
segment each page of the manuscripts into the main text and
side text classes. A similar approach was proposed in [15],
where the Siamese neural network is trained to differenti-
ate between patches using their properties such as number
of foreground pixels, and average component height and
width. Then a principal component analysis of the feature
map is applied to segment the page into main and side text
regions.

Differently in our work, we propose a one-shot solution
for document layout segmentation, which involves only one
labeled image per manuscript to train the model, with bet-
ter performance than the state-of-the-art approaches for the
same dataset.

3. Method

The approach proposed in this paper is inspired by the re-
cent works on few-shot document layout analysis described
in [13, 14]. The framework consists of 3 main components:
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Figure 1. Visual representation of the segmentation pipeline characterizing the adopted framework. From the input image are extracted two
sets of patches, the baseline patches are extracted by drawing a grid over the input image while the random crops, as the name suggests,
are patches that are extracted randomly from various locations inside the image. At training time both sets are fed into the backbone model
which tries to predict the corresponding segmentation maps. At inference time only the baseline patches are used, furthermore, the obtained
segmentation maps are refined via the application of the Sauvola thresholding algorithm.

a semantic segmentation backbone, a dynamic instance gen-
eration module, and a segmentation refinement module.

A visual representation of the framework is provided in
Fig. 1.

3.1. Backbone

Choosing an effective and efficient segmentation back-
bone is a key step in providing accurate segmentation pre-
dictions for the task at hand, especially when working in a
few-shot or one-shot setting. Differently from [13], which
relies on the DeepLabv3 [10] network, we opted for the
more recent DeepLabv3+ [11] architecture as the backbone
of choice for the present work. There are two main differ-
ences between the two architectures. The first one is rep-
resented by the model used for the encoder model. While
the former adopts a traditional ResNet [20], the latter re-
lies on a more sophisticated Aligned XCeption [12] network
in which all the max pooling layers have been replaced by
depth-wise convolutional blocks. The second difference is
represented by the introduction of a simple decoder module
in the DeepLabv3+ pipeline, which proved to be an effec-
tive way to increase the segmentation performance of the
network by adding only a small computational overhead. It
takes the high-level features from the encoder and refines
them through upsampling and convolutional operations to
capture fine-grained details, leading to better boundary de-
lineation and more accurate segmentation masks.

3.2. Dynamic Instance Generation

When working in a low data setting, and especially in a
one-shot learning one, the adoption of effective data aug-
mentation strategies is of uttermost importance to be able
to fully leverage the small amount of information available.
The Dynamic Instance Generation module serves exactly
this purpose by generating a set of sub-instances from the
input instances at each training epoch. This process is car-
ried out in two steps. The first one involves splitting the in-
put image into a set of n non-overlapping patches that cover
its full surface. These patches were kept consistent across
all training epochs and also between the training and testing
phases. In the second step, introduced to further enhance the
model’s generalization capabilities, a small set of k crops is
extracted at random locations around the image. The key
idea behind this approach is that, in the context of docu-
ment layout analysis, given patches that are large enough,
the structure of their content is essentially representative of
the overall structure of the whole page. This allows for the
effective capture of features describing its different layout
components.

3.3. Segmentation Refinement

The final component of the adopted framework is a seg-
mentation refinement approach based on Sauvola Thresh-
olding [25], a traditional image binarization approach. The
Sauvola Algorithm performs image binarization by calcu-
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(a) Book 1, page 19 (b) Book 2, page 1 (c) Book 3, page 2

(d) Book 1 ground truth (e) Book 2 ground truth (f) Book 3 ground truth

Figure 2. The three pages ( 2a– 2c), one for each manuscript, and the corresponding ground truth masks ( 2d– 2f) selected from the Bukhari
et al. [6] dataset, used for our training set. The areas highlighted in blue and red represent the main and side text components respectively,
while the white areas correspond to the background.

lating local thresholding on a set of small windows that
make up the original image. It is an adaptive thresholding
technique, meaning that the threshold value is computed lo-
cally for each pixel in the image based on its local neigh-
borhood.

The equation used to calculate the threshold value is the
following:

T = µ(N)×
(
1 + k × (

σ(N)

R
− 1)

)
(1)

where N is the local window of size n × n, µ(N) and
σ(N) are, respectively, the corresponding mean and stan-
dard deviation, and R is the dynamic range of the standard
deviation. Finally, k is a manually selected parameter that
regulates the value of the local threshold. More specifically,
a larger value of k leads to a lower threshold for the local
window which in turn results in missed part of text from the
document image, on the contrary, a small k usually leads to
blurry and noisy segmentations.

4. Experimental Results

In this section we provide a detailed description of the
training and testing phase of our approach, describing the
dataset used and the evaluation metrics adopted. We com-
pared our performance with the state-of-the-art results for
the same dataset.

4.1. Dataset

The dataset we selected to test our approach in this paper
is the one presented by Bukhari et al. [6], which represents
the most popular one for the task of document layout seg-
mentation on historical Arabic manuscripts. It consists of
32 images each representing a page from one of three dif-
ferent Arabic historical manuscripts. Out of all the samples
24 are typically used for the training process while the re-
maining 8 are used for the testing. In the present work,
however, we relied on just one image from each manuscript
to train our model, bringing the total size of the training set
to just 3 images. Furthermore, 4 images were used as our
validation set. Finally, the test set was kept consistent with
the other works involving the use of the dataset to provide
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a fair comparison with their approaches. In this dataset, the
semantic segmentation classes are: main text, side text, and
background. The instances selected for the training set are
shown in Fig. 2.

4.2. Metrics

The performance of our method is evaluated by calcu-
lating the F-score. This metric, also called the F1 score, is
the harmonic mean of Precision and Recall. In particular,
Precision (Eq. 2) measures the proportion of True Positive
(TP) predictions among all positive predictions made by the
model, then TP and False Positive (FP). Recall (Eq. 3), on
the other hand, measures the proportion of TP predictions
among all actual positive instances in the data, then TP and
False Negative (FN).

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F-score combines Precision and Recall into a single score
using the following equation:

F-score =
2× Precision × Recall

Precision + Recall
(4)

The F-score ranges between 0 and 1, where a score of 1 indi-
cates perfect precision and recall, and a score of 0 indicates
poor performance. The F-score of both the main text and
the side text is presented separately, consistently with the
previous works performed on this dataset, by keeping only
the pixels of the class of interest and setting all the pixels
of the other class as background. Furthermore, the overall
average of the model’s performance is also provided.

4.3. Training setup

The backbone is trained with an early stopping mecha-
nism to prevent over-fitting. In this approach, the model is
trained for a maximum of 200 epochs and, at each epoch,
the validation loss is monitored. If the validation loss does
not improve over the last 20 consecutive epochs, the train-
ing process is stopped, even if the maximum number of
epochs has not been reached. To prevent the model from
converging too quickly to a sub-optimal solution, a buffer
of 50 epochs has been added. The ADAM optimizer [21]
was adopted for the network training process with a learn-
ing rate of 10−3 and a weight decay of 10−5.

Due to the imbalanced segmentation classes in the
dataset, as a loss function, we used a combination of Jac-
card loss and Dice loss. Jaccard loss measures the dissimi-
larity between the predicted segmentation mask and the GT
mask, based on the intersection and union of the two masks.
The equation of Jaccard loss is the following:

LJaccard = 1− TP
TP + FP + FN

(5)

Main Text Side Text Average
Bukhari et al. [6] 0.950 0.950 0.950
Barakat and El-Sana [4] 0.950 0.800 0.875
Alasaam et al. [1] 0.986 0.969 0.978
Droby et al. [15] 0.986 0.970 0.978
Asi et al. [3] 0.992 0.985 0.988
Ours 0.989 0.991 0.990

Table 1. Comparison between the F-score of our model and the
state-of-the-art for Bukhari et al. [6] dataset. The best-performing
model is reported in bold.

where TP, FP, and FN stand respectively for True Positives,
False positives and False Negatives. Also, Dice loss mea-
sures the dissimilarity between the predicted segmentation
mask and the GT mask but is based on their overlap. The
equation of Dice loss is the following:

LDice = 1− 2TP
2TP + FP + FN

(6)

In our segmentation problem, Dice loss was generalized
to handle multi-class segmentation problems by calculating
the Dice loss separately for each class and then taking the
average over all classes.

In general, Dice loss is more sensitive to small differ-
ences between the predicted and GT masks, while Jaccard
loss is more sensitive to larger differences. By combining
the two loss functions, the model can learn to produce more
accurate and robust segmentation masks. The loss adopted
to train our network is therefore defined as:

L = LJaccard + LDice (7)

Before the network training, the original high-resolution
input image is resized to the fixed shape of 1344×2016 px.
During each epoch the images of the training set are split
into patches of size 672× 672 px and the dynamic instance
generation module increases the number of patches with 12
random crops of the same size.

Finally, for the segmentation refinement module and, in
particular, for the Sauvola Thresholding a window size of
31× 31 px and a k value equal to 0.2 was chosen.

4.4. Results

We compared the performance of our approach with the
current state-of-the-art models for document layout seg-
mentation on the Bukhari et al. [6] dataset. In Table 1 we
provide all the quantitative results, which were taken from
the respective papers, except for some overall averages of F-
scores that we calculated considering the performance for
the main text and side text. Our approach, even though it
was trained on just one image for each book in the dataset,
outperformed all the competition on the side text, achieving
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(a) Book 1 page 1, Original (b) Ground Truth (c) Asi et al. [3] (d) Ours

(e) Book 1 page 18, Original (f) Ground Truth (g) Barakat and El-Sana [4] (h) Ours

(i) Book 3 page 1, Original (j) Ground Truth (k) Barakat and El-Sana [4] (l) Ours

Figure 3. A qualitative comparison between our framework and the competition one. Each row represents a different instance of the
Bukhari et al. [6] dataset. In the first column, the original images are shown, while in the remaining columns we provide the ground truth
segmentation maps and the results produced by Asi et al. [3], Barakat and El-Sana [4] and Ours.

a 0.991 F-score, which represents a 0.6% improvement over
the previous state-of-the-art, while for the main text class,
it achieved the second best result with a difference of only
0.3% compared to the best one being represented by Asi et
al. [3].

In general, the proposed framework presents the over-
all best performance compared to the others, achieving an
improvement of over 1% F1 score for the average perfor-
mance compared to all the competition approaches, with
the exception of the previous state-of-the-art over which
it improved the results by 0.2%. While the reported im-

provement over the previous state-of-the-art approach may
seem very marginal the key contribution of our work is rep-
resented by the one-shot setting in which our model was
trained. It is important to keep in mind that all the com-
petition models were trained on approximately 8 times the
amount of data used for our experiments and our approach
still managed to outperform all of them. Furthermore, in Ta-
ble 2 we show the F-scores for each individual sample con-
tained in the test set, compared to Barakat and El-Sana [4]
results (except the ones for the 5th sample which were not
provided in the original paper). As we can see, The pro-
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Sample Main Text Side Text #Book #Train Samples
[4] Our [4] Our [4] Our

1 0.990 0.989 0.980 0.993 1 20 1
2 0.990 0.991 0.980 0.993 1 20 1
3 1.00 0.987 1.00 0.996 1 20 1
4 1.00 0.991 1.00 0.988 1 20 1
5 - 0.989 - 0.992 1 - 1
6 0.990 0.990 0.950 0.993 1 20 1
7 0.850 0.989 0.100 0.978 2 3 1
8 0.830 0.985 0.510 0.993 3 1 1

Table 2. F-scores of our approach and that presented in Barakat and El-Sana [4], on each test sample and number of train samples from the
corresponding book of the test sample (in bold the best performing approach).

Book Main Text Side Text
Baseline Base+Crops Full Framework Baseline Base+Crops Full Framework

1 0.827 0.950 0.990 0.932 0.956 0.993
2 0.787 0.966 0.989 0.916 0.945 0.978
3 0.897 0.965 0.985 0.932 0.981 0.993

Full Dataset 0.873 0.953 0.989 0.933 0.958 0.991

Table 3. F-score reached by the three versions of our framework on the Bukhari dataset. Namely, the baseline without either the dynamic
crop generation or the segmentation refinement module. The one relying only on the former and finally the full framework. The results are
presented subdivided both for the three books and for the entire dataset.

posed method achieves results comparable to Barakat and
El-Sana on the first 6 test samples and substantially out-
performs it in the 7th and 8th test samples, especially for
the side text class where the competition approach achieves
very poor performance, likely due to the reduced amount of
training samples available (respectively 2nd and 3rd book
to which these samples belong). In general, we can observe
how our approach can fully leverage the small amount of
data available (just one sample for each document class),
achieving high and consistent performance across all the
images present in the test set, clearly showing that it’s well-
defined and robust.

Finally, in Figure 3 we provide the qualitative results
achieved by the proposed framework on three document
pages from the Bukhari et al. [6] dataset. The respective
segmentation maps produced by our model are compared
against the Ground Truth masks and the results obtained in
Asi et al. [3] and Barakat and El-Sana [4]. The main text
components are highlighted in blue, the side text compo-
nents are highlighted in red and the background is white.
As we can see our approach compares favourably to both
the competition models. Compared to the Barakat and El-
Sana it manages to achieve very good performance even on
the most challenging instance represented by Fig.3(i), due
to the low amount of training data available for Book 3 of
the dataset. Furthermore, it still manages to provide a more
accurate segmentation than both competition methods even
when the latter are trained on a much larger amount of data,

such as the one available for Book 1. In fact, we can observe
how the proposed framework manages to correct most of the
mistakes introduced by both the Asi et al. [3] and Barakat
and El-Sana [4] approaches in the side-text regions.

Inference Time
(per instance)

Coarse segmentation 0.41s
Segmentation refinement 0.01s
Total inference time 0.42s

Table 4. Processing times of the two main components of the
adopted framework. Measurements are indicated in seconds.

4.5. Ablation study

To conclude, in this section, we provide the results of
the ablation study we conducted to validate the improve-
ments introduced by the dynamic instance generation mod-
ule and the segmentation refinement module in the context
of layout segmentation for ancient Arabic manuscripts. In
Table 3 we report the results obtained by the base version of
the framework, relying only on the baseline patches, with
those obtained by the version including the dynamic crops
but not the segmentation refinement process, and with the
full framework. Specifically, we show the performance
achieved by the three versions of the framework, in terms
of F1-score, on the individual books composing the dataset
as well as on the dataset in its entirety.
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(a) Original (b) Ground Truth (c) Coarse segmentation (d) Refined Segmentation

Figure 4. Qualitative comparison between the segmentation maps produced by our framework with and without the introduction of
the segmentation refinement process. Fig. 4a and Fig. 4b show the original picture and the corresponding Ground Truth respectively.
Fig. 4c shows the coarse segmentation mask obtained from our model without using the refinement module. Fig. 4d shows the result of
segmentation prediction obtained with our full framework.

As we can see for all three subsets as well as for the full
dataset there is a consistent and substantial improvement in
performance with the introduction of each module of our
framework. This is particularly evident for the main text
class where we can observe an improvement ranging from
around 7% for book number 3, to an impressive 18% for
book 2 with just the introduction of the dynamic crop gen-
eration module. With a total improvement of 11.7% across
the dataset when going from the baseline version to the full
framework. On the side text class the improvement is not as
large as for the main text class but the full framework still
consistently achieves a 6% increase in F1-score across all
the books, as well as on the full dataset, over the baseline
approach.

Finally, in Figure 4 we report a sample qualitative re-
sult for one of the instances present in the test portion of
the adopted dataset. In particular, we compare the coarse
and refined segmentation predictions provided by our ap-
proach with the ground truth mask provided for the corre-
sponding instance of the test set, where the red and blue
portions of the image represent the side and main text of
the page respectively. The coarse segmentation is achieved
by our approach without using the refinement module de-
scribed above. As we can observe while the coarse output
of the network correctly identifies all the layout components
of the selected instance, it partially lacks precision, provid-
ing masks that typically extend into the background portion
of the image. On the other hand, when the refinement pro-
cess is applied, the final segmentation prediction closely re-
sembles the one provided by the ground truth masks.

For completeness, as in [3], we calculated the inference
times of our framework when executed on a consumer-
grade GPU, namely the NVidia GeForce RTX 3090, and

using Python’s built-in profiler. In particular, we report in
Table 4, the execution times for both the coarse segmenta-
tion and the segmentation refinement modules of our frame-
work individually, as well as the total time needed to per-
form the end-to-end inference process leading to the final
segmentation masks. As we can observe, the segmentation
refinement step introduces very little overhead in the infer-
ence process.

5. Conclusion and Future Works
In this paper, we presented a low-data semantic segmen-

tation framework capable of achieving state-of-the-art re-
sults on a popular dataset for historical Arabic document
layout segmentation. We have shown that, even while be-
ing trained in a one-shot setting, our framework achieves
consistently better results on the task at hand compared to
previous methods trained on the full available dataset.

A downside of the proposed approach is represented
by the need to manually set the hyper-parameters for the
Sauvola Thresholding Algorithm used in our segmentation
refinement module, which has a noticeable impact on the
performance of the segmentation task. In future works, we
plan to address this problem by automatizing the parameter
selection process.
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