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Abstract

The DEtection TRansformer (DETR) opened new possi-
bilities for object detection by modeling it as a translation
task: converting image features into object-level represen-
tations. Previous works typically add expensive modules to
DETR to perform Multi-Object Tracking (MOT), resulting
in more complicated architectures. We instead show how
DETR can be turned into a MOT model by employing an
instance-level contrastive loss, a revised sampling strategy
and a lightweight assignment method. Our training scheme
learns object appearances while preserving detection capa-
bilities and with little overhead. Its performance surpasses
the previous state-of-the-art by +2.6 mMOTA on the chal-
lenging BDD100K dataset and is comparable to existing
transformer-based methods on the MOT17 dataset.

1. Introduction

In recent years, transformer networks [8, 22, 37] have
gained momentum in computer vision. The original trans-
former [37] was designed for sequence modeling and trans-
duction tasks. Its architecture is notable for using attention
modules, which allow for capturing long-range contextual
relationships between word tokens.

Likewise, the DEtection TRransformer (DETR) [4]
models object detection as a translation task, converting
image features into object-level representations. Its cross-
attention mechanism enables extracting relevant features for
detection without the need for anchors, hand-crafted feature
extraction methods, or local prediction biases inherent in
CNN architectures [12, 29, 30]. The self-attention mecha-
nism, coupled with bipartite matching [19,27], helps object
representations reach a consensus and eliminate redundancy
in predictions.

Multi-Object Tracking (MOT) is a task that requires both
object detection and object association. Object association
links detected objects across frames by considering their

*These authors contributed equally.

Figure 1. T-SNE projection of the predicted embeddings for the
first 40 ground-truth objects in video b23f7012-fab06dac of the
BDD100K validation set. Each color-symbol pair represents a
ground-truth tracking ID assigned with DETR’s bipartite match-
ing. Even during nighttime, the method can discriminate similar
objects.

appearance, position, size, or other characteristics to deter-
mine which detections correspond to the same real-world
object. The algorithm must be robust against (partial) oc-
clusion, loss of sight, missed detection, appearance varia-
tion, etc. In particular, the re-identification of objects after
occlusions can be challenging.

The object-level representations from DETR could be
potentially used to re-identify objects across different
frames. However, while each of these embeddings corre-
sponds to a particular object in a specific frame, they do not
provide a fine-grained description of the target appearance
as needed for MOT, as the model is only trained to regress
the bounding box and to classify the detected object. As a
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result, they are insufficient for object re-identification.
Our model, named Contrastive TRansformer (Con-

trasTR), takes advantage of the representations produced by
DETR to encode discriminative identity-level features for
seamless object re-identification. This can be accomplished
with little overhead using an instance-level contrastive loss
and a revised sampling strategy. During training, the batch
of images is built with sets of non-consecutive frames from
multiple videos. It is important to select frames that are dis-
tant in time to increase the diversity of the appearance of
objects, and to select images from several videos to have
a wide diversity of negative examples for the contrastive
loss. This sampling approach increases robustness under
large object motion and adverse conditions, as illustrated in
Figure 4.

Unlike competing DETR-like transformers [3,18,25,33,
40, 43, 48, 51], we model MOT as a multi-task learning
problem and introduce a model capable of performing joint
detection and association with a single set of internal ob-
ject representations. This simple yet effective approach re-
moves the need for expensive additional transformer layers
to update tracks [33, 43, 48, 51] or to perform object associ-
ation [3, 40].

Inspired by advances in supervised contrastive learning
for image classification [17], we propose a supplementary
pre-training strategy on object detection datasets that does
not require annotated tracking instance IDs and videos. This
method leverages the size and diversity of object detection
datasets. We show that it improves the tracking embed-
ding space and boosts performance even when fine-tuning
on large tracking datasets. We evaluate our method on the
MOT17 [26] benchmark and the more diverse and challeng-
ing BDD100K [42] dataset.

Our main contributions can be summarized as follows:

• We show how to turn a DETR-like object detec-
tion model into a tracking model with little overhead
by learning to discriminate instances. Our approach
reaches performance on par or higher than more com-
plicated architectures. Furthermore, it improves SOTA
by + 2.6 mMOTA on the BDD100K dataset.

• We highlight the required components for learning ro-
bust joint detection and association features through an
extensive ablation study.

• We present an additional pre-training scheme for MOT
that takes advantage of the size and diversity of object
detection datasets and is scalable to large object detec-
tion datasets.

2. Related Work
This section briefly overviews joint detection and track-

ing methods, contrastive learning, and the use of DETR-like
transformers for MOT.

Joint-detection-and-tracking. Several works are fo-
cused on the implementation of models capable of perform-
ing detection and tracking [10, 23, 28, 35, 36, 38, 47, 50]. In
particular, some of them [23, 28, 36, 38, 47] train the detec-
tion model to extract appearance embeddings used to re-
identify objects across frames.

JDE [38] introduced a CNN-based joint detection and
tracking model that prioritizes speed. Specifically, a detec-
tion model is trained to generate discriminative feature em-
beddings using a cross-entropy loss with one category per
unique instance. FairMOT [47] presented a set of design
improvements to mitigate the negative effect of anchors and
high dimensional re-ID features when training a joint de-
tection and tracking model. Furthermore, FairMOT intro-
duced a scheme for training a tracker using individual im-
ages from detection datasets, bypassing the requirement for
sequences. However, the scalability of their cross-entropy
loss-based training procedure is limited for massive datasets
like BDD100K, requiring a classification head with a signif-
icant number of parameters (approximately 230 million for
the projection head of FairMOT on the BDD100K detection
set). In contrast, our training approach decouples the track-
ing model size from the dataset size, ensuring scalability for
large-scale datasets.

Contrastive Learning. Self-supervised contrastive
learning has become a popular technique for learning ro-
bust and discriminative feature representations in computer
vision [6, 13, 15, 16, 34]. For example, [6] learns represen-
tations by augmenting each image in a batch twice and en-
couraging the similarity between views of the same image
while encouraging dissimilarity with views of different im-
ages. Later, supervised contrastive learning for image clas-
sification [17] has been proposed as a more effective method
for learning feature representations, where labeled data is
used to guide the contrastive loss function. In addition to
the augmented views, images from the same class are also
considered positive examples. This improves classification
accuracy by a significant margin.

Contrastive learning also finds applications in tracking.
QDTrack [28] learns appearance with a contrastive loss on
object regions by sampling pairs of images from neighbor-
ing frames, whereas we sample multiple frames per video
and from different videos, allowing for a much larger diver-
sity of positive and negative examples for contrastive learn-
ing. MTrack [41] predicts a set of feature vectors for each
object in an image. Contrastive learning is then used to push
an object’s inter-frame and intra-frame feature vectors to be
similar and feature vectors from other objects to be dissim-
ilar. Since multiple feature vectors are generated per ob-
ject and frame, directly using contrastive learning would be
costly. MTrack instead pushes feature vectors towards their
corresponding trajectory centers.

Transformers for Multi-Object Tracking. DETR
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(a) Pre-trained on detection without a contrastive
loss. In this case, tracking embeddings corre-
spond to the object embeddings.

(b) Pre-trained on detection with our contrastive
loss (no tracking ID annotations required).

(c) Pre-trained on detection with our contrastive
loss, then trained for tracking on MOT17 with a
contrastive loss.

Figure 2. t-SNE visualization of the tracking embeddings of video 4 of MOT17. Each color-symbol pair represents a unique tracking ID,
assigned with DETR’s bipartite matching. All models are pre-trained on the CrowdHuman dataset [32] and evaluated on the validation set
of MOT17 [26]. Without the contrastive loss, Deformable-DETR’s embeddings are not clustered per instance id.

[4] introduced a simple one-stage framework for object de-
tection, removing the need to create anchor boxes manually
and for Non-Maximum Suppression (NMS). It models ob-
ject detection as a sequence-to-sequence translation task: it
first extracts image features, which then serve as keys and
values to update a set of learnable object queries through a
series of transformer decoder blocks. Multiple works have
built trackers on top of DETR by exploiting the object-level
internal representations for class-agnostic MOT [18] and
MOT [3, 25, 33, 40, 43, 51].

TrackFormer [25] and MOTR [43] introduced track
queries to model instances over time and preserve iden-
tities. Newborn objects are detected with object queries,
and their hidden states produce track queries for the next
frame. Both query types are fed into the transformer de-
coder. TrackFormer is trained on consecutive frame pairs,
which prevents its application for long-range occlusions.
MOTR instead learns long-range dependencies through a
cross-attention temporal aggregation network and a video-
level loss. Both approaches require track augmentations
and face challenges in detecting newborn objects. MOTRv2
[48] solved the poor performance on newborn objects by us-
ing an additional YOLOX [11] as a proposal network, but
at the cost of running this additional detection model.

Similarly, MeMOT [3] uses a memory aggregation mod-
ule to encode temporal object information from a mem-
ory of previous embeddings into track embeddings through
attention modules. The model is then trained to predict
uniqueness scores so that only new objects are added to the
track embeddings.

TransTrack [33] instead uses a unique set of object
queries to detect objects. Additionally, a parallel trans-
former decoder autoregressively updates tracked objects.

The association is performed by matching the outputs of
both decoders with an IoU cost, which leads to poor associ-
ation performance. In contrast, our approach avoids a par-
allel decoder, opting for learning instance-level embeddings
that are more robust for re-identification.

3. Learning Identity-Level Representations
We introduce a method that can turn any DETR-like

object detector into a model that can perform joint detec-
tion and MOT. We describe how such a model can learn
identity-level features with the aid of an additional loss term
and a revisited sampling strategy. We further introduce a
pre-training scheme that allows us to learn better represen-
tations by exploiting large-scale object detection datasets.

3.1. Preliminaries

Given an input image I , DETR extracts image features
with a backbone and a transformer encoder. These features
then serve as keys and values to update a set of N learn-
able object queries through a series of transformer decoder
blocks. Each output object embedding

{
x̂I
1, x̂

I
2, · · · , x̂I

N

}
represents a different possible object in the image. Class
probabilities and bounding box positions are then predicted
for each output embedding through Feed-Forward Network
(FFN) heads.

The method uses the Hungarian algorithm [19, 27] to
match ground truth objects with predictions, forming an op-
timal bipartite matching σ̂I . The assignment minimizes the
global matching cost, which is a linear combination of clas-
sification and localization costs. The matched predictions
are then improved with object-specific losses (i.e. classi-
fication and localization losses), and the remaining predic-
tions are trained to predict the background class.
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3.2. MOT as a multi-task learning problem

Our method exploits the object-level representations
from DETR for re-identification. As illustrated in Figure 2a,
these representations do not provide a fine-grained descrip-
tion of the objects’ appearance. We, therefore, introduce an
additional loss term to force the model to encode identity-
level features besides the bounding box and class informa-
tion. More specifically, we build an embedding space for
tracking in which different views of an object are positioned
close to one another, whereas other objects lie further in the
embedding space, see Figure 2c.

Tracking projection head. We pass each output em-
bedding of the decoder to three shared FFNs that predict
respectively class probabilities, bounding box positions and
tracking embeddings

{
ẑI1 , ẑ

I
2 , · · · , ẑIN

}
. The projection into

tracking embeddings is more convenient for performing ob-
ject re-identification.

Contrastive learning. Our framework relies on
the bipartite matching σ̂I to associate output object
embeddings to ground-truths objects and, therefore,
the corresponding tracking embeddings to the anno-
tated tracking IDs. As a result, each tracking em-
bedding ẑIi ∈ RD that was associated with a ground
truth will be associated with an object instance ID:{
(ẑIσ̂I(1), ID

I
1), (ẑ

I
σ̂I(2), ID

I
2), · · · , (ẑIσ̂I(M), ID

I
M )
}

where M is the number of ground truth objects in the
image. For simplicity of notations, the set of tracking
embeddings matched with an object over the full batch is
denoted by:

z̃ =
[
ẑ1σ̂I(1), ẑ

1
σ̂I(2), · · · , ẑ

1
σ̂I(M1)

, ẑ2σ̂I(1), · · · , ẑ
B
σ̂I(MB)

]
(1)

where Mb is the total number of ground truth objects in
video b and B is the batch size.

Given a tracking embedding z̃i and its corresponding
ground truth instance id IDi, we define the set of positives
P(i) as embeddings in the batch that are associated with ob-
jects from the same video with the same ground truth track-
ing id IDi. The remaining are negatives N (i). Following
previous work on supervised contrastive learning [17], the
contrastive loss for tracking embeddings z̃i and z̃j corre-
sponding to two views from the same instance (i.e. such
that IDi = IDj) takes the following form.

lcontr (z̃i, z̃j ,N (i)) =

− log

(
esim(z̃i,z̃j)/τ

esim(z̃i,z̃j)/τ +
∑

k∈N (i) e
sim(z̃i,z̃k)/τ

)
(2)

where τ ∈ R+ is the temperature hyper-parameter.
Note that only the similarity of the target positive pair

(i, j) and of the negative examples N (i) is considered in
the denominator so that the loss value for a given pair is

invariant to the other positive pairs. The contrastive loss is
then averaged over the set of positive pairs:

Lcontr (z̃i,P(i),N (i)) =
1

|P(i)|
∑

j∈P(i)

lcontr (z̃i, z̃j ,N (i))

(3)
where |P(i)| denotes the number of positives for ground

truth object i in the batch.
Such a loss forces the tracking embeddings associated

with the same identity to be pulled as close as possible while
tracking embeddings of different identities to be pushed as
far as possible.

We then reformulate the overall loss as a weighted sum
of per-object classification, localization, and contrastive
loss terms:

Ltrain(yi, ŷi) =λclassLclass(ci, ĉσ̂(i))

+ 1{ci ̸=∅}λboxLbox(bi, b̂σ̂(i))

+ 1{ci ̸=∅}λcontrLcontr (z̃i,P(i),N (i))
(4)

where Lclass, Lbox and Lcontr are respectively the clas-
sification, localization and contrastive loss terms with their
corresponding weighting hyper-parameters λ, ci is the tar-
get class label, bi ∈ [0, 1]4 is the target bounding box in
coordinates relative to the image size.

3.3. Sampling strategy

The default data sampling strategy to build training
batches for object detection is to sample images from the
training set with a uniform distribution. This allows each
mini-batch to be representative of the training set. How-
ever, such a way of sampling images dramatically reduces
the probability of having multiple views of the same ground
truth object in different images. This implies a very small, if
not non-existent, set of positive pairs within each batch. Yet,
contrastive learning usually benefits from having many pos-
itive pairs [17]. We, therefore, design an alternative sam-
pling strategy with the following properties:

• a high probability of having many positives by sam-
pling multiple frames from each video in the batch;

• variation in objects’ appearance by sampling non-
consecutive frames;

• a large diversity in the negative examples by sampling
from multiple videos.

We build training batches by sampling with a uniform
distribution Nv videos and then sampling Nf frames from
each of these videos again with a uniform distribution. This
sampling strategy increases the probability of including the
same identities from different frames, potentially including
more variations of the same object. At the same time, it also
ensures a diverse enough selection of objects with different
identities and contexts, as the frames also come from dif-
ferent videos. Besides, such a sampling strategy practically
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Figure 3. ContrasTR. Our framework during the inference phase. ID
assignment maximizes the global cosine similarity between the predictions
and previous instances. A new instance (N) entry is added to the cost
matrix for each prediction.

preserves the batch variety needed not to compromise the
model’s object detection capabilities.

3.4. Learning MOT from Object Detection datasets

Most tracking methods are pre-trained on object detec-
tion datasets, which are usually larger and more diverse than
MOT datasets. However, MOT requires features to be in-
formative enough to discriminate different instances of the
same class, and object detectors don’t offer the granularity
level required for object association. We show how to learn
an embedding space that discriminates between instances
during the object detection pre-training. We then empiri-
cally verify that this pre-training phase offers a better ini-
tialization for the MOT training phase.

We follow a similar approach to self-supervised con-
trastive learning on image classification [6, 15, 16, 34]. For
a set of N randomly sampled images, we build a batch of
2N images by applying two different sets of augmentations
to each image. We then train the model with a supervised
contrastive loss in which representations of the same ground
truth object are pushed to be similar, whereas other object
representations are pushed to be dissimilar.

3.5. Object association with maximal similarity

At inference time, frames are processed online. Detec-
tions with a confidence score above the objectness thresh-
old are collected into a memory queue m that allows up to
T most recent frames in the past. It works essentially as
a first-in-first-out (FIFO) queue. This memory allows the
model to re-identify objects even after occlusions. The ID
assignment process is the following:

1. The model generates object embeddings for the current
frame and uses the projection head to generate tracking

embeddings for each non-background prediction.
2. A similarity matrix is formed with new predictions as

rows and previously predicted instances as columns.
The embeddings from previous frames are grouped per
instance, where the highest similarity value is kept.

si,j = max
t′∈[t−T−1,t−1]

sim(ẑi,m
t′

j ) (5)

where mt′

j is the memory of tracking embedding with
assigned id j at frame t′. An additional new instance
entry is added to the cost matrix for each predicted em-
bedding, with a pre-defined tracking threshold score.

3. The Hungarian algorithm finds a bipartite matching be-
tween the predicted and the previous tracking embed-
dings. The solution maximizes the sum of the similar-
ities of the assignment.

µ̂ = argmax
µ∈M

K∑
i=1

si,µ(i) (6)

where K is the number of non-background predictions
and M is the set of all possible assignments.

4. Each object is assigned the ID of the corresponding
previous embedding. If an object is matched with a
new instance entry, it is assigned a new unique ID.

The process is repeated frame-by-frame online and is illus-
trated on Figure 3.

It should be noted that the memory size T can be ad-
justed during inference time, based on the specific require-
ments of the target application and the video frame rate,
without the need to re-train the model.

4. Experiments
In this section, we show the results of our method on

the MOT17 [26] and BDD100K [42] benchmarks. We then
conduct an ablation study to obtain more detailed insights
about our framework.

4.1. Experimental setup

Datasets. MOT17 [26] is a widely used benchmark to
evaluate MOT methods. It consists of training and test sets,
each including seven sequences. Only pedestrians are eval-
uated in this benchmark. BDD100K [42] is a large-scale
driving video dataset comprising 100K diverse video clips
in different environmental and weather conditions. The
dataset provides several types of annotations, such as ob-
ject bounding boxes, semantic and instance segmentation,
tracking IDs, etc. The object detection set consists of one
annotated frame per video and the MOT set is a subset of
1600 videos, annotated at a lowered frame rate of 5 Hz.

Evaluation metrics. The most widely used metric
to evaluate MOT methods is Multi-Object Tracking Accu-
racy (MOTA) [2]. However, the more recently introduced
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(a)

(b)

Figure 4. Predictions our model on the validation set of BDD100K, each color represents a different predicted ID. The method is robust to
occlusions and in the nighttime.

Higher Order Tracking Accuracy (HOTA) [24] metric bet-
ter balances detection and association. Since its introduc-
tion, many MOT benchmarks have adopted it, including
MOT17 and BDD100K. Identity F1 Score (IDF1) [31] is
also widely used to measure MOT systems and it focuses
on object’s identities association. While on MOT17 the
main metrics are computed over all the classes together,
BDD100K computes these metrics independently for each
class and then computes an average. As a result, the main
metrics are defined as mean Higher Order Tracking Ac-
curacy (mHOTA), mean Multi-Object Tracking Accuracy
(mMOTA) and mean Identity F1 Score (mIDF1).

4.2. Implementation details

Our method is built on top of Deformable-DETR [52]
with a ResNet-50 [14] backbone. We also experiment with
a more powerful Swin-L [22] backbone to demonstrate the
scalability of our method. The architecture includes mixed
selection and look forward twice refinements introduced in
DINO [44]. Unless stated otherwise, we train the models
with their default hyper-parameter sets. More details are
provided in Appendix D. Our additional loss term is com-
puted over every transformer decoder layer output, and the
temperature value τ is set to 0.1. The objectness threshold
is set to 0.5 during inference.

Our model is pre-trained on the object detection task
with the procedure described in Section 3.4 with the de-
fault Deformable-DETR hyperparameters and augmenta-
tions. The contrastive loss coefficient is set to λcontr = 2.
We did not use the contrastive pre-training when pre-trained
on COCO [21].

MOT17. We follow a similar procedure described in
[50] by pre-training the model on CrowdHuman (CH) [32].
However, we do not simulate tracking frames. For simplic-
ity of the training procedure, we skip the joint MOT17+CH

dataset fine-tuning stage and only use MOT17. We pre-train
the model for 50 epochs with a batch size of 8 and augment
each image twice for the contrastive loss, leading to a total
batch size of 16. In the training stage, the batches are built
by sampling Nv = 2 videos and Nf = 8 frames, and λcontr

is set to 2. In addition, we allow past detected objects to be
kept in memory for a maximum of T = 20 frames, and we
evaluate our method under the private detection protocol.

BDD100K. Our model is pre-trained on the
BDD100K detection dataset for 36 epochs. We use a
batch size of 24 and again augment each image twice,
leading to a total batch size of 48. Afterwards, we train it on
the tracking set for 10 epochs and decrease the learning rate
by a factor of 10 at epoch 8. Each training batch samples
Nv = 4 videos and Nf = 10 frames. The contrastive loss
coefficient is set to λcontr = 1. In addition, we allow past
detected objects to be kept in memory for a maximum of
T = 9 frames.

4.3. Results

MOT17. We report quantitative results on the test set
of MOT17 in Table 1. Our method outperforms compara-
ble DETR-like models (bottom section) on HOTA, suggest-
ing that our model has the best balance between detection
and association. It also outperforms comparable DETR-like
models on IDF1 which shows the effectiveness of the ob-
ject representations learned through the instance-level con-
trastive loss.

BDD100K. For BDD100K, we report results on the
test set in Table 2. Our method outperforms all methods
by a significant margin on the mMOTA metric, including
unpublished methods1. We further report results on the
validation set (Table 3) to compare with MOTR [43] and

1The full leaderboard, including unpublished methods, is available on
eval.ai [1].
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Method Backbone Pre-train Train HOTA↑ MOTA↑ IDF1↑ IDS↓

CNN-based:
CenterTrack [50] DLA-34 CH MOT17 52.2 67.8 64.7 3039
QDTrack [28] ResNet-50 COCO MOT17 — 68.7 66.3 3378
MTrack [41] DLA-34 CH MOT17 — 72.1 73.5 2028
FairMOT [47] DLA-34 COCO MOT17+CH+CP+ETHZ+CS+CT+PRW 59.3 73.7 72.3 3303
Swin-JDE [36] ResNet-50 CH MOT17+CP+ETHZ+CS+CT+PRW 57.2 71.7 71.3 2784
ByteTrack [46] YOLOX-X COCO MOT17+CH+CP+ETHZ 63.1 80.3 77.3 2196
SUSHI [5] YOLOX-X COCO MOT17+CH+CP+ETHZ 66.5 81.1 83.1 1149

Transformer-based:
MO3TR PIQ-SST [51] DarkNet COCO MOT17+CH 60.5 78.6 72.4 2808
TransCenter [40] PVTv2 COCO MOT17+CH — 76.2 65.5 5394
MOTRv2 [48] YOLOX-X+ResNet-50 COCO MOT17+CH*+CP+ETHZ 62.0 78.6 75.0 2619

MO3TR [51] ResNet-50 COCO MOT17+CH+ETHZ+CS 49.9 63.9 60.5 2847
MeMOT [3] ResNet-50 COCO MOT17+CH* 56.9 72.5 69.0 2724
TrackFormer [25] ResNet-50 CH MOT17+CH 57.3 74.1 68.0 2829
MOTR [43] ResNet-50 COCO MOT17+CH* 57.8 73.4 68.6 2439
TransTrack [33] ResNet-50 CH MOT17+CH — 74.5 63.9 3663
TransTrack [33] ResNet-50 CH MOT17 — 68.4 — 3942
ContrasTR (ours) ResNet-50 CH MOT17 58.9 73.7 71.8 2619

Table 1. Results on the MOT17 test set using private detections. The second group shows DETR-like models, all based on Deformable-
DETR except MO3TR, which is based on DETR. The best results among DETR-like models using the ResNet-50 backbone are highlighted
in bold. Datasets abbreviations refer to the following works ETHZ [9], CityPersons [45], CS [39], CT [7], PRW [49].

Method Backbone Pre-train mHOTA↑ mMOTA↑ mIDF1↑ IDS↓

Yu et al. [42] ResNet-101 — — 26.3 44.7 14674
QDTrack [28] ResNet-50 BDD100K 41.8 35.6 52.4 10790
TETer [20] ResNet-50 BDD100K — 37.4 53.3 —
ByteTrack [46] YOLOX-X COCO — 40.1 55.8 15466
SUSHI [5] YOLOX-X COCO 48.2 40.2 60.0 13626
ContrasTR (ours) Swin-L BDD100K 46.1 42.8 56.5 10793

Table 2. Results on BDD100K test split, with an objectness threshold of 0.4. The best results are shown in bold.

MOTRv2 [48], since the methods were not evaluated on
the test set. MOTRv2 outperforms our method when us-
ing an additional YOLOX [11] detector for object propos-
als, which highly reduces the number of misses. Never-
theless, our model with a ResNet-50 backbone outperforms
MOTR [43] and MORTv2 [48]. To make a fair compari-
son, we also pre-train our model on COCO. Although we
don’t use contrastive pre-training in that setting, we still ex-
ceed MOTRv2’s performance by +0.3 mMOTA and +1.1
mIDF1.

Limitations. Yet, our method does not achieve the
same level of performance as the state-of-the-art tracking
methods on MOT17. As shown in the table, differences
can be attributed to extra training data, more powerful back-
bones, extra post-processing and more elaborate association
strategies.

4.4. Ablation study

We conduct the ablation study on BDD100K [42] as the
dataset is large and offers adequate variation. We pre-train
our models on the detection set of BDD100K without the
contrastive loss unless specified, and then we train on 1/8
of the tracking training data by randomly subsampling 25%

of the videos and 50% of the frames. The entire validation
set is used for evaluation. We use a batch size of 40, T = 5
previous frames and an objectness threshold of 0.5. Due
to limited computational resources, the ablations have not
been run with the optimal parameters.

Sampling strategy. In this ablation, we investigate
different variations of the number of sampled videos Nv

and sampled frames Nf to show the effect of increasing
one variable and simultaneously decreasing the other. For
the experiment, we used a batch size of NvNf = 40 and a
contrastive loss weighting of λcontr = 2. Results are given
in Table 4. As the number of sampled videos Nv decreases
and the number of sampled frames per video Nf increases,
the probability of sampling larger sets of positive exam-
ples rises. This explains the increasing tendency of track-
ing metrics that emphasize association: the contrastive loss
can leverage a greater variety of positive and negative ex-
amples. However, when sampling all 40 frames within one
video, the scenery variability decreases and so the variation
in the set of negative examples dramatically drops, harming
performance.
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Method Backbone Pre-train mHOTA↑ mMOTA↑ mIDF1↑ IDS↓

MOTR [43] ResNet-50 COCO — 32.0 43.5 3493
MOTRv2 [48] ResNet-50 COCO — 35.5 48.2 —
ContrasTR w/o CPT (ours) ResNet-50 COCO 40.2 36.4 48.1 6067
ContrasTR (ours) ResNet-50 BDD100K 40.8 36.7 49.2 6695

MOTRv2 [48] YOLOX-X+ResNet-50 BDD100K+COCO — 43.6 56.5 —
ContrasTR (ours) Swin-L BDD100K 44.4 41.7 52.9 6363

Table 3. Results on the BDD100K validation set, with an objectness threshold of 0.4. The best results are highlighted in bold.

Nv Nf mHOTA mMOTA mIDF1 mAP IDSw

20 2 35.0 33.3 40.8 33.8 10116
8 5 35.6 33.3 41.6 33.8 8724
4 10 35.9 33.7 42.3 33.7 7869
2 20 36.2 33.6 42.9 33.7 7483
1 40 35.4 32.1 41.3 34.0 7191

Table 4. Influence of the number of frames sampled per video on
BDD100K validation set. The batch size NvNf is fixed at 40.

Contrastive loss weight. The contrastive loss param-
eter λcontr also impacts performance. We experimented
with different values and found values close to 0.5 to of-
fer the best results. When the coefficient is too high, detec-
tion performance suffers, so overall tracking performance
decreases. In practice, we found a slight shift in the opti-
mal value when using contrastive pre-training and the whole
training data.

λcontr mHOTA mMOTA mIDF1 mAP IDSw

0.25 36.4 34.9 42.9 34.8 10105
0.5 36.6 35.0 43.1 34.7 9216
1 36.5 34.5 43.1 34.4 8502
2 35.9 33.7 42.3 33.7 7869
3 35.0 32.2 40.9 33.2 7693
4 34.3 31.0 39.8 32.7 7550

Table 5. Influence of the contrastive loss weighting on object de-
tection and MOT metrics on BDD100K validation set. Classifi-
cation and localization coefficients are kept fixed. A higher coef-
ficient reduces the number of identity switches but comes at the
cost of a lower mAP. All models have been trained with Nf = 10,
Nv = 4.

Contrastive learning, pre-training and projection
head. We ablate the effect of our contributions on the
tracking metrics in Table 6. All models are trained with
Nf = 10, Nv = 4 and λcontr = 1. Without the contrastive
loss, the model is not trained for tracking and produces
many ID switches (fourth row). When the model is trained
without the FFN projection head, the contrastive loss is ap-
plied directly over the embeddings produced by the trans-
former decoder. In this setup, the embeddings produced
by the transformer decoder are used to generate the bound-
ing boxes and class predictions through the respective heads
and as tracking embeddings to re-identify objects over time.
The performance gap (between the second and third row)

shows that this additional head provides more flexibility to
the network to generate the tracking embeddings and pre-
serves detection performance. Pre-training the model with
the contrastive loss on object detection using the methodol-
ogy outlined in Section 3.4 improves tracking metrics sig-
nificantly (first row). Finally, the performance difference
between Deformable-DETR (last row) and ContrasTR (first
row) is small in terms of mMOTA. This is because mMOTA
overemphasizes the effect of detection performance [24].

Contr. Proj. CPT mHOTA mMOTA mIDF1 mAP

✓ ✓ ✓ 38.0 35.1 45.1 34.3
✓ ✓ ✗ 36.5 34.5 43.1 34.4
✓ ✗ ✗ 35.4 33.8 41.4 33.6
✗ ✗ ✗ 33.4 32.9 38.3 34.3

Table 6. Ablation study of different method components on
BDD100K validation set: the contrastive loss and the sampling
strategy (Contr.); the tracking projection head (Proj.); the con-
trastive pre-training on object detection (CPT).

5. Conclusion

This work presents a joint object detection and MOT
method, ContrasTR. Our model exploits DETR’s object-
level embeddings to learn robust object representations
through an instance-level contrastive loss and a revised sam-
pling strategy. The proposed method preserves detection
performance and can turn existing DETR-like object de-
tectors into trackers without needing complicated architec-
tural design or additional heavy modules. We also present
a highly scalable pre-training scheme to exploit detection-
only datasets to boost performance further.

It matches the performance of comparable DETR-like
methods on the MOT17 benchmark while using less addi-
tional training data. Furthermore, its performance surpasses
the previous state-of-the-art by +2.6 mMOTA on the chal-
lenging BDD100K dataset. Thereby demonstrating its ro-
bustness in adverse weather conditions and under signifi-
cant object motion.
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[26] A. Milan, L. Leal-Taixé, I. Reid, S. Roth, and K.
Schindler. MOT16: A benchmark for multi-object tracking.

6875



arXiv:1603.00831 [cs], Mar. 2016. arXiv: 1603.00831. 2, 3,
5

[27] James Munkres. Algorithms for the assignment and trans-
portation problems. Journal of the society for industrial and
applied mathematics, 5(1):32–38, 1957. 1, 3

[28] Jiangmiao Pang, Linlu Qiu, Xia Li, Haofeng Chen, Qi Li,
Trevor Darrell, and Fisher Yu. Quasi-dense similarity learn-
ing for multiple object tracking. In 2021 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition (CVPR),
pages 164–173, 2021. 2, 7

[29] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali
Farhadi. You only look once: Unified, real-time object de-
tection. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 779–788, 2016. 1

[30] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. Advances in neural information process-
ing systems, 28, 2015. 1

[31] Ergys Ristani, Francesco Solera, Roger Zou, Rita Cucchiara,
and Carlo Tomasi. Performance measures and a data set
for multi-target, multi-camera tracking. In Gang Hua and
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Tracking objects as points. In European conference on com-
puter vision, pages 474–490. Springer, 2020. 2, 6, 7, 12

[51] Tianyu Zhu, Markus Hiller, Mahsa Ehsanpour, Rongkai Ma,
Tom Drummond, Ian Reid, and Hamid Rezatofighi. Look-
ing beyond two frames: End-to-end multi-object tracking us-
ing spatial and temporal transformers. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 2022. 2, 3, 7

[52] Xizhou Zhu, Weijie Su, Lewei Lu, Bin Li, Xiaogang Wang,
and Jifeng Dai. Deformable detr: Deformable transformers

6876



for end-to-end object detection. In International Conference
on Learning Representations, 2020. 6

6877


