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Abstract

While there exists a great deal of labeled in-the-wild hu-
man data, the same is not true for animals. Manually cre-
ating new labels for the full range of animal species would
take years of effort from the community. We are also now
seeing the emerging potential for computer vision meth-
ods in areas like animal conservation, which is an addi-
tional motivation for this direction of research. Key to
our approach is the ability to easily generate as many la-
beled training images as we desire across a range of dif-
ferent modalities. To achieve this, we present a new large
scale canine motion capture dataset and parametric ca-
nine body and texture model. These are used to produce
the first large scale, multi-domain, multi-task dataset for
canine body analysis comprising of detailed synthetic la-
bels on both real images and fully synthetic images in a
range of realistic poses. We also introduce the first pose
prior for animals in the form of a variational pose prior
for canines which is used to fit the parametric model to im-
ages of canines. We demonstrate the effectiveness of our
labels for training computer vision models on tasks such
as parts-based segmentation and pose estimation and show
such models can generalise to other animal species without
additional training.

1. Introduction

Humans are the focus of many challenges in computer
vision [9, 14, 15, 37, 38, 47] but what about animals? Like
their human counterparts, training deep learning based ap-
proaches for animal computer vision requires a great deal of
data. However, animals display significant inter and intra-
species variation in appearance. This makes the task of la-
belling data more difficult than it is for human subjects - es-
pecially if we wish to cover large ranges of animal species.
While some animal data is available [5, 8, 11, 19, 49] it is
generally sparse both in terms of quantity and modality or
is missing important semantic information. A number of

these sets are also labelled by domain adaptation methods
and may contain inaccurate labels. We may also wish to
have data such as part-segmentation labels or 3D keypoints
that are not provided by existing datasets. We therefore ask:
Is it feasible to avoid manual labeling in these situations?

We demonstrate (Contribution 1) that it is possible to
perform difficult computer vision tasks for canines – focus-
ing on parts-based segmentation and dense joint detection
to illustrate – using only synthetically generated data la-
bels. We focus upon canines due to the large degree of inter-
species variation presented by dogs. To achieve this, (Con-
tribution 2) we propose an approach to generate multi-task
data labels for canine images in a wide range of data poses
leveraging a new canine parametric body model, RGBT-
Dog, with a large compatible motion capture library of ca-
nine motion which allows for realistic posing and dynamic
motion generation. This model also comes with the first
variational pose prior for canines (Contribution 3) and, to
the best of our knowledge, animals in general. This ap-
proach allow us to generate synthetic labels for (1) real in-
the-wild images as well as (2) fully synthetic images and
labels. We also demonstrate (Contribution 4) that models
trained using these data-points can generalise to other ani-
mals. We release our parametric model, networks, motion
capture, and image labels as part of our work.

2. Related work

Visual analysis of animals. Animals are part of large
image classification and segmentation datasets such as
COCO [26] and OpenImages [22,23] but there has been lit-
tle work into animal body analysis compared to their human
counterparts due to an absence of data. The TigDog [11,12],
StanfordExtra [5] and BADJA [6] datasets for 2D pose esti-
mation were recently introduced. Yu et al. [45] introduced
a large dataset of multi animal pose data though the num-
ber of keypoints is somewhat limited due to lacking certain
keypoints such as those in the tail. Mathis et al. introduced
DeepLabCut [24,29,30] for automatically labelling 2D key-
points which was extended by Nath et al. [32] for 3D pose.
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Shooter et al. [41] introduced a synthetic dataset of dogs for
2D pose estimation.

Biggs et al. [6] predict 2D keypoints for recovering 3D
shape and motion of animals while Zuffi et al. [49] intro-
duced a method for estimating 3D pose, shape and tex-
ture from in the wild images of Grevy’s zebras. Similarly
Biggs et al. [5] introduced a method for recovering the 3D
shape and pose of dogs, utilising a rich prior over shapes
producing 2D keypoints for the Stanford dogs dataset. In
contrast Cao et al. [8] take advantage of the large amount
of human data available via cross-domain adaptation. Li
and Lee [25] also use domain adaptation, focusing upon
closing the gap between real and synthetic data for 2D an-
imal pose estimation. For body pose estimation, [8, 25, 31]
present joint keypoints for different animal classes but they
are limited in number and ignore keypoints relevant to an-
imals such as those in the tail. Biggs et al. [5] provide ad-
ditional keypoints but their data is limited to key-points and
silhouette maps. To our knowledge, no dataset of 3D an-
imal keypoints for animals exists nor are there dense part
segmentation datasets or dense keypoint labels – something
we address in our work. Also addressed is the limited com-
patible motion capture data with prior models, making the
use of realistic poses upon which to generate data difficult.

Parametric human and animal models. Parametric
models have been commonly used in human body shape
and pose analysis. SMPL [27] is one of the best-established
models with respect to human body modelling, improving
upon the SCAPE model [3]: SMPL uses a set of shape and
pose parameters to generate skinned vertex based models in
a wide variety of poses, and can be used to generate syn-
thetic images and data. A number of works have focused
upon recovering these parameters from 2D RGB images
such as Madadi et al. [28] and Kanazawa et al. [18] which
aim to regress the shape and pose parameters of SMPL from
RGB images directly. Two important works in this area are
SMPLify by Bogo et al. [7] and SMPLify-X by Pavlakos et
al. [36]. The former introduced a method for capturing
3D human shape and pose from an image via 2D points
obtained from a convolutional neural network upon which
SMPL was fit and optimised. Pavlakos et al. [36] expanded
upon this by introducing SMPL-X and SMPLify-X, while a
more recent extension is STAR [34].

There is significantly less research on the parametric
modeling of animal body shapes: Animals are less coopera-
tive than humans and more logistically difficult for data cap-
ture with respect to obtaining 3D scans. There is also a sig-
nificantly greater shape variation among animals compared
to people. Zuffi et al. [48] introduced the SMAL model,
based upon 3D scans of deformable animal toys. Zuffi et
al. [50] later introduced SMALR enabling capture of greater
detailed 3D shape and the modelling of new species while

also allowing for the extraction of texture maps to create
textured meshes. Both Biggs et al. [6] and Rüegg et al. [39]
introduce scaling parameters to the SMAL model to allow
for breed specific fitting for dogs. However, both of these
methods do not change the underlying model.

While existing models could also be potentially used to
generate synthetic labels for computer vision tasks, they
are not compatible with large scale existing motion data
already available in the community [19]. Our new para-
metric model, RGBT-Dog, greatly builds on this data set,
expanding the number of possible synthetic poses and thus
labels that can be generated and used to train vision tools
for (e.g., without data of animals in certain poses, you can-
not train accurate pose estimators for these situations). In
addition, being generalised models they are not as anatomi-
cally correct as our canine specific model and allow for less
canine specific labels (such as those of the tail). Our model
also provides an increased number of skeletal keypoints; 43
compared to the 33 of the SMALR model and its deriva-
tives. Our model, unlike previous works is also compatible
with a large scale motion capture dataset and an associated
variational pose prior which has not been possible for pre-
vious work.

Synthetic data for task learning. Synthetic data has
seen an increased use recently; In 3D human pose estima-
tion [10,40,42,43], ground truth data is difficult to produce
and they also suffer from a lack of statistical variety due to
images being captured in indoor environments. The SUR-
REAL dataset of Varol et al. [43] used the SMPL model
and motion capture data to produce synthetic RGB images
and data labels. Wood et al. [44] demonstrate it is possible
to perform in the wild face related computer vision using
synthetic data. For animal tasks, Mu et al. [31] introduced
a semi-supervised learning method trained upon real data
of humans and synthetic data produced from CAD animal
models. Fangbemi et al. [13] present a method for creating
synthetic images from 2D videos with 2/3D keypoints. Our
dataset improves upon existing datasets by providing dense
keypoints labels for 2D and 3D where only sparse labels had
been available before while also providing labels for other
tasks such as dense part-segmentation.

3. RGBT-Dog

To achieve the generation of multi-modal data labels for
canine images we present a new parametric model for ca-
nine shape and texture - RGBT-Dog - that can be posed
realistically by utilising an extended set of new canine mo-
tion capture data. We use this model to generate labeled
data in two ways (1) create new synthetic dog images and
labels (any modality from the model, e.g. dense landmarks,
depth maps, segmentation maps), and (2) create synthetic
labels for real images from existing data sets. We achieve
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(2) by bootstrapping our model on the canine keypoint data
provided by [5]; these keypoints are much sparser than we
desire (only a small set of key points compared to RGBT-
Dog’s), though they can be used to help fit RGBT-Dog to
these real images and then propagate as rich a set of labels
on this data as we require.

RGBT-Dog shares some similarities to SMAL and
SMALR [48, 50] as a parametric model. Like other para-
metric models [27, 35, 36, 48, 48] RGBT-Dog is defined by
a set of parameters. These parameters are used to construct
an articulated 3D mesh model with N = 2, 426 vertices
and K = 43 joints via vertex based linear blend skinning.
RGBT-Dog is paramaterised by a set of shape β ∈ R10,
pose θ ∈ R43×3, texture γ ∈ R11, root translation t ∈ R3,
root rotation r ∈ R3 parameters, and skinning weights w.

To give an abridged summary of RGBT-Dog; β deforms
the template mesh to produce a body shape which is then
manipulated into a pose via θ. This creates displacements
from the template vertices where we then apply a standard
linear blend skinning function W(·) using skinning weights
w. This creates an articulated mesh. A UV texture map
for this mesh is generated using γ and applied to the mesh
to give it a texture. r and t are used to position the tex-
tured mesh in 3D space. This creates our textured, posed
3D canine mesh m ∈ R3×2426. This overall process is sum-
marised by the model function Q(·) (Eq. (5)).

3.1. Shape

Like many parametric models we utilise a PCA shape
space to build a mesh from the template. We build upon the
shape space of Kearney et al. [19] where we use the same
meshes for 11 real dogs which have been further refined
by a digital artist for greater detail. As a result our shape
parameter, β is the same dimensonality as that of [19].

3.2. Texture

Our PCA texture space is generated from the texture
maps of 12 UV scans (Fig. 1). Each texture map is orig-
inally represented as a multi-dimensional array: {Ti}12i=1 ⊂
Rf×d×d×d×3 where f = 4, 848 is the number of mesh faces
and d = 4 is the resolution of the texture, and we convert it
to a vector of size f × d× d× d× 3. Each element of Ti is
normalized into the range [0, 1]. Applying PCA to {Ti}, we
obtain the eigenvector matrix E = [e1, . . . , e12]

⊤ with nor-
malized eigenvectors {ei}12i=1 of the covariance matrix of
{Ti}. Given this model, a new texture T ′ can be generated
using the first 11 principal components of E by

T ′ = τ(Eγ + T ), (1)

where T is the mean texture, γ ∈ R11 is a randomly sam-
pled vector, and τ is a threshold operator confining the out-
puts to be in the range [0, 1]. Some principal components
are visualised on the left of Fig. 2.

Figure 1. Dog textures as UV maps produced from cleaned pho-
togrammetary scans.

Figure 2. Left: First four principal components of the texture PCA
space, displayed on a generic dog mesh. The mean texture is in
the middle, with the red, green, blue and grey arrows representing
the first, second, third and fourth components respectively. Each
component shows ±2 standard deviations. Right: Motion from
[19] applied to the dog with mean texture.

3.3. Pose, motion capture and variational pose prior

The skeleton of RGBT-Dog is described by a hierarchy
of 43 joints defined by a kinematic tree which keeps the par-
ent/child relation of each joint where the root is the base of
the spine. The joint hierarchy is represented by a 43 × 3
matrix, θ, which corresponds to the relative rotations from
parent joints where each rotation is expressed in an axis an-
gle format of 3 values, ρ ∈ R3.

Unlike our shape and texture parameters, we cannot just
randomly generate a set of pose parameters to pass to the
RGBT-Dog model (Q(·)) due to the hierarchical natures of
the axis angle rotations with respect to the canine skeleton;
every joint keypoint location is based upon the position of
its parent keypoint (e.g. the position of the foot relies upon
the position of the ankle). If we were to randomly generate
pose parameters, we would obtain dog skeletons posed in
impossible positions such as backward facing knee joints
or the neck turned at impossible angles. Instead, like in
SURREAL [43], we use motion capture data.

We introduce a new motion capture dataset of 11 dogs
performing a variety of actions, which we can use to pose
the RGBT-Dog mesh m. When combined with the data
from Kearney et al. [19] (which contained 5 dogs) this re-
sults in the largest publicly available data set of dog motion
capture. For capture we used a 20-camera Vicon motion
capture system with processing using Vicon’s Shogun soft-
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Table 1. Statistics of our motion capture data with the number of
frames given per motion. ’Tab’ is shorthand for Table. ’-’ indicates
that the corresponding motion was not recorded for a given dog.

Motion
Dog Walk Trot Jump Poles TabOn TabOff TabOnOff

Dog 1 756 262 610 368 184 440 -
Dog 2 528 388 466 460 - - 1,198
Dog 3 1,252 - 768 - - - -
Dog 4 1,279 456 395 541 - - 1,068
Dog 5 408 - 218 388 - - 804
Dog 6 328 372 260 440 - - 740
Dog 7 548 436 336 488 - - 338
Dog 8 512 428 240 280 351 307 -
Dog 9 996 292 292 1,068 - - 744
Dog 10 904 228 460 900 - 308 -
Dog 11 596 234 440 744 300 352 -
Dog 12 640 576 260 1,280 440 332 -
Dog 13 440 189 227 260 527 244 -
Dog 14 299 271 240 460 - - 620
Dog 15 496 372 287 452 356 188 -
Dog 16 685 228 248 539 - - 460

ware and a in-house solving skeleton. The 11 new dogs
performed the same motions and procedure as outlined in
Kearney et al. [19] to ensure parity and these motions can
be seen in Tab. 1.

We use this motion capture data to create the first, to our
knowledge, variational canine pose prior. Our variational
canine pose prior is inspired by that of SMPLify-X [36]. As
in human pose we wanted a prior that allowed feasible poses
while penalising impossible ones (e.g. legs turned round the
wrong way). As the prior of [36] was able to accomplish
this goal for humans we elected to replicate it for canines.
As in [36] we trained our pose prior using a VAE to learn
a latent representation of canine poses. Compared to [36]
who used pose parameters from large human motion cap-
ture datasets [1, 2, 16], we use a comparatively smaller set
of canine motion data which is detailed above. We extract
pose parameters from this motion capture data via inverse
kinematics. The motion data for dogs 3 and 10 (see Tab. 1)
are used as the test data. All other dogs are used for train-
ing across all motions. Our VAE architecture follows that
of [36] with respect to the number and type of layers em-
ployed but note that we do change the size of some hidden
layers to accommodate our larger number of skeleton joints
(43 to SMAL’s 23). We also use a latent dimension of 40 as
opposed to the 32 in [36].

Where we differ is in the choice of our loss function,
which consists of four distinct terms: A Kullback-Leibler
loss (LKL), a mesh reconstruction loss (Lmesh), a pose re-
construction loss (Lpose) and a regularisation loss (Lreg).
Lmesh is the loss between the vertices of a mesh posed with
the pose parameters (θ), v ∈ R2426×3 and the vertices of
the mesh posed by the decoder’s output, v̂ ∈ R2426×3. Like-
wise Lpose is the reconstruction loss between the input pose
in the form of the rotation matrix, R ∈ SO(3) and decoder

output rotation matrix, R̂. Lreg is a regularisation loss on
the VAE network weights, κ, to avoid large weights. LKL,
as in Pavlakos et al. [36] is a Kullback-Leibler term that
follows the formulation in [21] where Z ∈ R40 is the la-
tent space of the VAE model. These losses are combined
in Ltotal (Eq. (2)) where c1 = 0.005, c3 = 0.0001 and
c2 = 1 − c1 if the number of epochs is less than ten and
zero otherwise. The last terms were set so that the learned
VAE generates valid poses but does not over-train to repro-
duce the same pose.

Ltotal = c1Lreg + c2Lmesh + c2Lpose + c3Lreg, (2)

LKL = KL(q(Z|R)||N (0, I)), Lreg = ∥κ∥2, (3)

Lpose = ∥R− R̂∥, Lmesh = ∥v − v̂∥22, (4)

where KL and N represent the Kullback–Leibler diver-
gence and Gaussian distribution, respectively.

4. Data creation

Our RGBT-Dog model, Q, uses standard vertex-based
linear blend skinning to generate a mesh m with N =
2, 426 vertices and K = 43 joints:

m = Q(β, γ, θ, r, t, w), (5)

where shape β ∈ R10 and texture γ ∈ R11 parameters
are used to explore the respective mesh shape and texture
PCA spaces. θ ∈ R43×3 are the pose parameters presented
in Euler axis angle of the model skeleton joints. Root rota-
tion r ∈ R3 and translation t ∈ R3 are used to determine the
dogs position and orientation in 3D space. Blend weights
w ∈ RN×K are used with a standard linear blend skinning
function to skin the mesh via the deformed vertices. Finally,
the texture map generated from our texture parameter γ is
applied to the canine mesh creating the final textured, posed
canine mesh m. A detailed overview of this process can be
found in the supplementary material. Once constructed, a
mesh m is rendered using a renderer Π:

[I,K2D,K3D, P, S] = Π(m,Γ) (6)

with a set of rendering parameters Γ. Our camera pos-
sesses no intrinsic rotation and translation as these are di-
rectly passed to the root of m via r and t respectively.
This produces an image I , 43 3D keypoints K3D, 43 2D
key-points K2D (obtained from projection), a 25 part part-
segmentation map P , and silhouette map S.

4.1. Synth

As in SURREAL [43], RGBT-Dog can generate syn-
thetic images and the corresponding paired labels: We can
explore the shape and texture PCA spaces by randomly
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Figure 3. Examples from our Synth dataset (Columns 1–3) and
PGT (Columns 4–6). (Top) Images with 2D keypoints overlaid.
(Bottom) Part-segmentation maps. White-colored regions indicate
unknown labels.

sampling shape β and texture γ vectors, respectively to gen-
erate new shape and texture. Root translation, t, and ro-
tation, r, are sampled from pre-defined ranges. The pose
parameter, θ, is sampled from our motion capture dataset.
These are passed to Q (Eq. (5)) and Π (Eq. (6)) to generate
images and data labels.

Figure 3 shows examples of our fully synthetic data
which we refer to as Synth. Using this approach we gener-
ated 50,000 instances of synthetic images and the associated
data labels for training.

4.2. Pseudo Ground Truth

We can also fit RGBT-Dog to real images to produce
the data labels in Eq. (6). We use the real dog keypoints
provided by Biggs et al. [5]: whose keypoints are a sub-
set of those in RGBT-Dog. Our fitting process is similar to
SMPLify-X [36]; we employ a series of priors and super-
vised losses which are used to optimise a set of paramet-
ric model parameters which best allow the model to fit the
keypoints provided by Biggs et al. [5]. These parameters
are then passed to Eqs. (5) and (6) to generate the synthetic
data labels for real images. By fitting our model to the im-
ages from [5], we generated a training set of 10,309 images
with paired synthetic data labels, and test and validation sets
each of size 500. We removed some instances of the orig-
inal 12,000 fits due to impossible fits leaving 11,309. To
differentiate this dataset of real images with synthetic data
labels from the fully synthetic dataset above, we refer to
this dataset as the pseudo ground truth (PGT) dataset, as it
contains a combination of real images and synthetic labels.
Examples of our PGT data for keypoint estimation and part-
segmentation can be found in Fig. 3 with additional exam-
ples in the supplementary material. Note: In the generation
of part-segmentation map there is an unknown label (white)
which is used to prevent accidental mislabelling.

For fitting RGBT-Dog, we use the real dog keypoints
provided by Biggs et al. [5]: their keypoints are a sub-
set of those in RGBT-Dog. Our fitting process is similar
to SMPLify-X [36]: We employ a loss term between the
visible points K2D−gt provided by [5] and the matching

points K2D predicted from the fit: EJ(K2D−gt,K2D) =
ρ(K2D−gt − K2D) with ρ being the German-McClure
penalty function: ρ(x) = x2/2

1+x2 . As Biggs et al. provides
silhouette maps [5], we also employ an auxiliary silhouette
loss ES = IoU−1 defined as the inverse of the intersec-
tion over union (IoU ) between the ground truth map Sgt

and the corresponding prediction S. Inspired by [48], our
fitting also employs an RGB loss ERGB calculated as the
perceptual distance [46] between the rendered dog Irgb−ren

and the dog in the original image Irgb: We used the silhou-
ette map to remove the background. As in [36], we em-
ploy regularisers for our model parameters: Eβ(β) = ∥β∥2
for shape and Eθ(θ) = ∥θ∥2 for pose. Similarly, we
also employ L2 regularisation for our texture parameter γ:
Eγ(γ) = ∥γ∥2. As with SMPLify-X, we employ an an-
gle prior Eα(θ) =

∑
i∈(arm,leg) exp(θi) to penalise extreme

bends of the arms and legs. An interpenetration penalty
EIP [36] prevents body parts in the mesh from penetrat-
ing the others. To employ our canine pose prior (Sec. 3.3)
for fitting optimisation (Eq. (7)) we do not optimize for θ di-
rectly (e.g. ∥θ∥2) but rather optimise the parameters of the
40 dimensional latent space using quadratic penalty on said
latent space Z which we transform back into pose joint an-
gles θ using the decoder, thus producing a pose. This is the
same method used by [36] whose prior inspired our own.
This fitting process is summarised by an objective function
which we seek to minimise:

E(β, γ, θ, r, t) = λRGBERGB(Irgb, Irgb−ren)

+ λJEJ(K2D−gt,K2D) + λθEθ(θ)

+ λIPEIP (β, θ) + λSES(Sgt, S)

+ λβEβ(β) + λγEγ(γ) + λαEα(θ). (7)

For fitting RGBT-Dog to the images and labels of
Biggs et al. [5] we initially apply high regularisation of
pose, shape, 2D key-point loss, and silhouette, with large
λθ, λα, λβ , λJ and λS values and gradually weaken it
as convergence occurs. During this process, for λIP , λS

and λγ , weak regularisation is initially exercised and it is
strengthened to refine the fit once a sufficient pose conver-
gence is achieved. Any of these optimisation terms can also
be turned off if specified. Initially for the RGB and tex-
ture losses, we would also apply weak regularisation that is
strengthened once a sufficient fit has been reached. How-
ever, we found that doing so did not aid fitting so we set the
terms λRGB and λγ to zero; i.e. we did not fit RGBT-Dog
by optimising for these losses.

5. Experiments
Our expressive parametric model can easily generate

datasets that provide a rich coverage of motions, geome-
try and shapes and it can be used in a variety of applica-
tions. To demonstrate the real-world utility of such datasets,
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we present a set of experiments for 2D dog pose estima-
tion and part-segmentation; the latter of which is relatively
unexplored with respect to animals. We use a two-stack
stacked hourglass [33] for conducting pose estimation and
part-segmentation, using the mean squared error and soft-
max cross entropy losses respectively for supervised learn-
ing. For part-segmentation, we assigned a weight of zero
to the ’unknown’ label in the loss function to prevent our
model from learning the unknown label.

For both tasks, across all datasets we trained for five
epochs with a batch size of ten and a learning rate of 0.001.
For data augmentation, we employed random horizontal
and vertical flipping, Gaussian blur, hue saturation and ran-
dom noise using ImgAug [17].

Regarding part-segmentation, the Synth maps possess
labels for the eyes whereas the maps for the PGT do not.
In order to enforce parity with respect to the number of data
labels we fold the eye labels of the Synth dataset into the
head label during the data loading (i.e. these three parts are
given the same head label).

We use three datasets: our Synth and PGT datasets , and
a combination of the two which we refer to as the Mixed
dataset (Synth + PGT). For testing these supervised mod-
els, the five hundred image PGT test dataset were used. We
investigated the tasks of canine pose estimation and part-
segmentation for all three of these datasets. It should be
noted that our goal is to illustrate the utility of our approach
for solving complex vision tasks on animals, and the relative
performance of the datasets produced by RGBT-Dog, rather
than achieving state-of-the-art results. We apply cropping
as is standard in body analysis tasks. Additional details re-
garding training parameters and conditions can be found in
the supplementary material.

6. Results
Keypoint estimation. Table 2 shows results for 2D key-
point estimation. We use the percentage correct keypoints
(PCK), where a prediction is considered correct if the dis-
tance between the predicted and ground-truth joint is less
than 20% of the distance between the head and the aver-
age of the finger keypoints. We present the PCK results
averaged over parent body parts in Tab. 2. Table 2 shows
that the performance for Synth lags behind the other two
datasets showing the effect of the domain gap between the
real and synthetic images, as we expected. This gap is in
part due to the lack of sitting/resting poses in the Synth
dataset which are present in PGT and the general gap in
realism of the Synth dogs compared to those of real im-
ages. Such a performance gap could potentially be tackled
through methods such as adversarial domain adaptation. As
is to be expected, the points for the limbs and tail under
perform those of the head, neck and torso/spine. This is to
be expected given the high degree of mobility and frequent

Table 2. PCK results on the PGT test set.

PGT Mix Synth
Spine 59.13 62.67 33.60
L.Arm 56.77 59.37 24.60
R.Arm 55.00 57.07 25.87
Neck 76.80 79.75 38.35
Head 69.33 67.13 29.87
L.Leg 37.20 40.68 16.52
R.Leg 40.28 40.56 16.28
Tail 39.48 41.92 17.47

Average 52.89 54.65 24.19

Figure 4. Predicted keypoints from hourglass trained with mixed
data on images from [5]. One can see that accurately predicting
keypoints for tail and ears is challenging.

obscuration of such body parts, especially the upper limbs.
Full results and additional analysis can be found in the sup-
plementary material. Examples of predicted keypoints are
shown in Fig. 4 and additional examples can be found in the
supplementary material.

We also present some examples of the results of our
Mixed data trained model when applied to non canine ani-
mals (sourced from [45]) in Fig. 5 with impressive accuracy
for non tail joints. To some degree this is to be expected
given certain poses (e.g. standing) are fairly uniform across
quadrupeds), though given different body shapes, predic-
tions for head and tail keypoints suffer in comparison to
body and limb joints. Additional examples and quantitative
results can be found in the supplementary material.

Part segmentation. Table 3 summarises the results of our
part-segmentation experiments. We use intersection over
union (IoU) to evaluate part-segmentation results ignoring
the ‘unknown’ label during evaluation. The body parts are
averaged into parent groups for ease of presentation and the
full results can be found in the supplementary material. As
with our pose estimation results, Table 3 shows a significant
gap between the Synth trained model and the Mixed/PGT
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Figure 5. Images from AP10K [45] with keypoints overlaid. From
left to right: Predicted RGBT-Dog joints, RGBT-Dog joints that
appear in AP10K, ground truth AP10k joints.

trained models as a result of the domain gap between real
and synthetic images. In addition to visual realism, the va-
riety of textures in the Synth data should also be consid-
ered when it comes to closing the domain gap; perhaps with
a larger, more realistic PCA texture space, this gap in re-
sults could be closed. Domain adaptation could also be em-
ployed to close the performance gap. We also note that as
in our pose estimation results (Tab. 2), results for the limbs
and tail fall below those of the torso, and head across the
datasets. The limbs as noted above are frequently obscured
and easy to mistake for one another.

Figure 6 illustrates some example results for part-
segmentation. We can see that our Mixed trained model
learns to correct the unknown label in the PGT data as
shown in columns 3 and 5 where the right back leg and
right ear have the correct labels applied. We should also
note that the quantitative results in Tab. 3 do not take such
”corrections” into account.

In Fig. 7 we provide some examples of results when our
model trained on Mixed data is applied to animals other
than canines (sourced from [4, 23]). Despite the consider-
able variation in appearances across different species, we
have achieved remarkable results. However, it’s important
to note that the effectiveness of our approach varies depend-
ing on the animal species. For instance, species like lizards
and seals exhibit significantly distinct body shapes and fea-
tures, which limit the applicability of our method to certain
labels pertaining to these animals. Additional examples can
be found in the supplementary material.

Model fitting. Here, we provide some metrics for com-
paring the performance of RGBT-Dog to other parametric
canine models when fitting to the images of Biggs et al. [5].
We use the same PCK metric as in previous work [5, 39]
on the same images for the same keypoints. We also in-

Table 3. IoU scores for part-segmentation.

PGT Mix Synth
Background 85.66 86.36 73.58

Torso 47.75 50.03 23.67
L.Arm 22.96 25.68 2.80
R.Arm 25.25 26.83 5.09
L.Leg 23.36 22.86 2.58
R.Leg 23.92 20.87 4.44
Tail 29.70 30.40 3.93

Whole Head 35.03 37.84 8.53
Mean 30.01 30.87 8.48

Figure 6. From top to bottom: Images from [20], PGT part
segmentation maps, part-segmentation maps predicted by stacked
hourglass model trained on mixed data.

Figure 7. Predicted part-segmentation maps for non-dogs.

clude results for the predictions from our stacked hourglass
model trained on Mixed data as a point of comparison.
However, we should note that RGBT-Dog does not pos-
sess chin/mouth keypoints and thus results for the face for
RGBT-Dog are calculated from face and nose only. The
results are given in Tab. 4 where we can see that RGBT-
Dog significantly outperform the previous state of the art
with respect to recovering keypoints. We also provide re-
sults from directly fitting SMALR to the keypoints of [5].
Our RGBT-Dog model outperforms SMALR on average
and across most joint groups though falls behind with re-
spect to the ear joints. We theorise that this is a result of our
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Figure 8. Left to right: Input image, silhouette from [6], keypoints from [6], keypoints from SMALR [50], keypoints from RGBT-Dog,
and part-segmentation map from RGBT-Dog, canine image with background masked out, and Canine with RGBT-Dog mesh overlaid.

variational pose prior and the ear end keypoints; most of the
dogs that comprised our prior possessed ’short’ ears. As a
result our model struggles due to the lack of relevant prior
information to leverage with respect to the ear end keypoints
leading to poorer performance for these keypoints.

Nonetheless, the results of employing our variational
pose prior are clear: while our overall improvements for
Ears and Face are minimal (and must be taken with a grain
of salt for the latter given RGBT-Dogs lack of chin key-
point), our results for Tail in particular show a notable im-
provement though it should be noted that these tail results
are calculated on the two tail keypoints of [5]. By compar-
ison our trained hourglass model shows far less notable re-
sults, severely under-performing the fitting methods. This is
to be expected given the simplistic nature of our prediction
model compared to the fitting methods for the parametric
models. Some examples of the fitting results for RGBT-
Dog are shown in Fig. 8 and additional examples can be
found in the supplementary material.

7. Conclusion

We have introduced RGBT-Dog, a new 3D parametric
body model for canines, complemented by an extensive
dataset of canine motion capture data, the largest available
resource for the community. We used this motion capture
data to construct the first variational pose prior specific for
canines and indeed animals in general. By employing this
prior, we successfully aligned RGBT-Dog with real dog im-
ages, generating comprehensive and dense multi-task labels
for various body analysis tasks. Our experiments demon-
strated that training models using this data, allows for ex-
ceptional generalization to other animal species without the

Table 4. Comparison of canine keypoint recovery methods.
PCK@0.15 calculated using the method of [39] on the test data
of [5]. Metrics for 3D-M, CGAS, WLDO and BARC are repro-
duced from BARC [39]. Results for SMALR are obtained from
fitting the model using the method of [50]. Results from our
stacked hourglass model trained on Mixed data are shown in the
final row. *(RGBT-Dog, and by extension our Mixed predictions,
lack mouth/chin keypoints so our results for the Face points are
simply calculated on the nose and face keypoint).

Method Avg Legs Tail Ears Face
3D-M [48] 69.7 68.3 68.0 57.8 93.7
CGAS [6] 28.6 30.7 34.5 25.9 24.1
WLDO [5] 78.8 76.4 63.9 78.1 92.1
BARC [39] 74.2 82.8 63.3 83.3 91.3

SMALR [50] 94.1 95.5 93.4 92.9 90.8
RGBT-Dog* 94.9 96.7 94.5 90.5 98.0

Mixed* 53.5 51.7 61.6 51.9 75.9

need for additional training. These findings highlight the
efficacy and versatility of RGBT-Dog as a powerful tool for
advancing animal-related research and analysis.

We will release our parametric model, data labels, mo-
tion capture data and variational canine pose prior to the
community. Given the focus of this work on animal body
analysis we do not foresee any negative societal impact of
the material in its current iteration.
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