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Abstract

We present a novel approach for saliency prediction in
images, leveraging parallel decoding in transformers to
learn saliency solely from fixation maps. Models typically
rely on continuous saliency maps, to overcome the diffi-
culty of optimizing for the discrete fixation map. We attempt
to replicate the experimental setup that generates saliency
datasets. Our approach treats saliency prediction as a di-
rect set prediction problem, via a global loss that enforces
unique fixations prediction through bipartite matching and
a transformer encoder-decoder architecture. By utilizing
a fixed set of learned fixation queries, the cross-attention
reasons over the image features to directly output the fix-
ation points, distinguishing it from other modern saliency
predictors. Our approach, named Saliency TRansformer
(SalTR), achieves metric scores on par with state-of-the-art
approaches on the Salicon and MIT300 benchmarks.

1. Introduction

In recent years, deep learning models have achieved sig-
nificant progress in saliency prediction [3,52], leveraging
large-scale annotated datasets [5,7,29]. A saliency dataset
collection requires a set of images serving as visual stimuli,
along with recorded eye movements data captured through
eye-tracking devices. Generally, each stimuli is observed
by several human subjects. During the observation, the
eye positions of the subjects are continuously tracked in
relation to the coordinates of the images to obtain the fix-
ation maps. Then, the individual fixations are aggregated
and blurred with a Gaussian filter to generate a continuous
saliency map [65].

Most existing saliency prediction models rely on contin-
uous saliency maps, where each pixel represents the proba-
bility of attending at that location in the image [38,52, 53].
However, these models face challenges in optimizing for the
discrete fixation maps, which indicate the specific locations
of saccades by human observers. While successful in pro-
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ducing high quality saliency maps, the common architecture
does not replicate the data collection pipeline, but rather
tries to implicitly learn through the post-processed saliency
map. To overcome this limitation, and inspired from [10],
we propose a novel approach that learns saliency prediction
solely from fixation maps, without relying on continuous
saliency annotations. Our method, named Saliency TRans-
former (SalTR), leverages parallel decoding in transformers
to directly predict the fixation points directly.

In our approach, we treat saliency prediction as a direct
set prediction problem, where the goal is to predict a set of
spatial fixation points. To achieve this, we employ a trans-
former encoder-decoder architecture [62], with a fixed set
of learned fixation queries. The cross-attention mechanism
in the transformer decoder reasons over the image features
using these fixation queries to directly output the fixation
points. This distinguishes our approach from other mod-
ern saliency predictors, which typically rely on continuous
saliency maps. In summary, our contributions are:

* We propose a novel approach for saliency prediction,
leveraging parallel decoding in transformers to learn
saliency solely from fixation maps.

* We demonstrate the effectiveness of our approach on
the Salicon benchmark, achieving remarkable perfor-
mance compared to state-of-the-art methods.

* Furthermore, we extend the approach to the scanpaths
prediction problem, and demonstrates its effectiveness.

2. Related works

The seminal work of the feature integration theory [61],
is a cornerstone in identifying the visual features that guide
human attention. This foundational theory has served as
a launchpad for the development of various computational
models. In the realm of computer vision, the emphasis is
primarily placed on the selective mechanism when model-
ing attention. Saliency, in this context, is subtly defined in
relation to the gaze policy on a scene — characterizing the
particular subsets of space where a human observer would
likely concentrate their focus. The term salient” surfaced
in the sphere of bottom-up computations [27,34], while the
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concept of attention spans a broader spectrum. Further-
more, the last decade has witnessed the remarkable progress
of saliency prediction, and many methods have been pre-
sented and achieved remarkable performances on the re-
cently introduced benchmarks, especially the deep learning
based methods have yielded a boost in performance. Re-
searchers tend to typically repurpose existing Convolutional
Neural Networks (CNN) architectures [25,51, 58] to make
predictions about saliency. These models involve architec-
tural enhancements tailored to the specific demands of the
saliency downstream task. These models are trained end-
to-end on saliency datasets, framing saliency as a regres-
sion problem. A common challenge faced in this area is the
scarcity of annotated fixation data. To mitigate this issue,
the model’s encoder is usually pretrained on extensive im-
age recognition datasets, such as ImageNet [56]. This pre-
training step allows for the acquisition of valuable represen-
tations at the level of latent space, which are then fine-tuned
on saliency datasets. Prior to that, handcrafted approaches
attempted in modelling the human visual attention.

Heuristic approaches. The prediction of saliency for
images has been a major focus of academic research over
the past few decades. A seminal study by [27] introduced
a bottom-up approach to visual saliency, utilizing center-
surround differences across multiple scales of image fea-
tures. This method generates conspicuity maps by linearly
combining and normalizing feature maps, with color (C),
orientation (O), and intensity (I) serving as the three pri-
mary features:

Cr=fr, Coc=N(Y_f), Co=N(>_ f) ()

leLc leLo

In this equation, N(.) represents the map normalization
operator. The ultimate saliency map is an average of the
three conspicuity maps: S = %ZkeI,C,O Ck. A more
complex bottom-up saliency model, taking into account ad-
ditional Human Visual System (HVS) features such as con-
trast sensitivity functions, perceptual decomposition, visual
masking, and center-surround interactions, was later pro-
posed in [43]. Additional static saliency models, such as
those developed by [6,20-22, 35, 48,49, 57], are predomi-
nantly cognitive-based models. These models utilize vari-
ous visual features, including color, edge, and orientation,
at numerous spatial scales to construct a saliency map.

In addition, Bayesian models have been employed to
supplement these cognitive models, introducing a layer of
prior knowledge (e.g., scene context or gist) through a
probabilistic approach such as Bayes’ rule for combination
[18,50,60,66]. These models demonstrate the capacity to
integrate various factors in a principled manner.

Deep learning approaches. are rooted in data-driven
approached from recorded eye-fixations or labeled salient

maps. Authors from [33] pioneered a non-parametric
bottom-up method to learn saliency from human eye fixa-
tion data. Their model utilizes a support vector machine
(SVM) [26] to determine saliency based on local intensi-
ties, marking the first method that did not rely on any as-
sumptions about Human Visual System (HVS) features to
encode saliency. Similarly, Judd et al. [32] used a linear
SVM to train on 1003 labeled images, leveraging a range of
low, mid, and high-level image features.

Recent deep learning-based static saliency models, such
as those proposed by [11,12,38,39,52,53], have made no-
table advancements, leveraging the success of deep neural
networks and the availability of large-scale saliency datasets
for static scenes, such as those described in [5,7].

The works of [38,53] were pioneers in the application of
Convolutional Neural Networks (CNNs) for saliency pre-
diction, culminating in the creation of the eDN and Deep-
Fix models respectively. Specifically, DeepFix employs a
unique approach in its initial phase, utilizing the weights
from the first five convolution blocks of the VGG-16 model
[58]. Furthermore, it introduces two Location Based Con-
volutional (LBC) layers, adept at capturing semantics at var-
ious scales. Subsequently, Pan et al. [52] leveraged Gener-
ative Adversarial Networks (GANs) [23] to devise the Sal-
GAN model. The SalGAN architecture comprises a gener-
ator model, the weights of which are learned through back-
propagation. This learning is driven by a binary cross-
entropy (BCE) loss computed over pre-existing saliency
maps. The ensuing prediction generated by the model is
further processed by a discriminator network.

This discriminator network is trained to perform a binary
classification task, tasked with distinguishing between the
saliency maps generated by the generator and the ground
truth maps. The process follows a min-max game format,
utilizing the ensuing adversarial loss:

L= aﬂBCE + £(D(q7pmodel)7 1) (2)

In this equation, the aim is to optimize the value of
L(D(I,S),1). Here, D(I,S) represents the probability
that the discriminator network is deceived, meaning that
the generated saliency maps closely mimic those from the
data distribution ground truth. Authors from [30] pro-
posed SALICON, the model optimizes an objective func-
tion based on the saliency evaluation metrics, from two
parallel streams at different image scales. [45] trained the
deep spatial contextual long-term recurrent convolutional
network (DSCLRCN), incorporating both global spatial in-
terconnections and scene context modulation. EML-NET
proposed by [28] consists of a disjoint encoder and de-
coder trained separately. Furthermore, the encoder can
contain many networks extracting features, while the de-
coder learns to combine many latent variables generated by
the encoder networks. Unisal [17] introduced four domain
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adaptation techniques aimed at addressing the significant
challenge of disparity in datasets for effective joint mod-
eling. These strategies encompass Domain-Adaptive Pri-
ors, Domain-Adaptive Fusion, Domain-Adaptive Smooth-
ing, and Bypass-RNN. The model also proposes a refined
formulation of learned Gaussian priors. These techniques
were incorporated into a streamlined, lightweight network
constructed in the encoder-RNN-decoder style. SalFBNet
[16], builds on the benefits of feedback connections by link-
ing higher-level feature blocks to low-level layers. The
study also proposes a novel Selective Fixation and Non-
Fixation Error loss, a large-scale Pseudo-Saliency dataset,
and shows that SalFBNet performs competitively on pub-
lic benchmarks with fewer parameters, indicating the effec-
tiveness of their approach. Through principled combination
of multiple backbones, they developed a the current SoTA
model, "DeepGaze IIE [44]”, that achieves the best per-
formance on the MIT/Tuebingen Saliency [40] Benchmark
across all metrics, highlighting the model’s ability to main-
tain good confidence calibration on unseen datasets. Over-
all, these deep models achieve results closer to the human
baseline results on the SALICON [30], MIT300 [8], and
CAT2000 [5] datasets.

DEtection TRansformers. DETR [10] shifted the ob-
ject detection paradigm, casting the problem as a set-based
prediction one, eliminating the hand-designed components,
and maintaining comparable performance against the well-
established FasterRCNN [55]. DETR [10] combines sev-
eral techniques such as bipartite matching loss, transformer
encoder-decoder with parallel decoding to design DEtection
Transformer (DETR). The approach formulates the object
detection task as an image-to-set problem. The model out-
puts a fixed-length unordered set of classes and bounding
boxes of all possible objects present in the image. The bi-
partite matching forces unique one-to-one predictions. In-
tuitively, the decoder queries can be interpreted as humans
saccading at various spatial locations of an image; each hu-
man hence observes others before making its prediction.

It can be seen from the above review that saliency pre-
diction models mostly use the continious saliency maps for
learning. Inspired by DETR, we attempt to learn saliency
from fixations only.

3. Method

Following DETR [10], our model is an end-to-end
saliency predictor which includes a ResNet backbone [25],
Transformer encoder and decoder [62], and a fixations pre-
diction head. We adapt the decoder part to solve the saliency
task, as shown in Figure 1. Given an image, we extract the
latent representations using a CNN backbone followed with
a Transformer encoder to enrich the CNN features. Then,
the fixation queries are fed to the Transformer decoder to
search for fixation locations given the image information

through cross attention.

3.1. SalTR components

Given an image dataset, D = {xi,....,X|p|} where
x; € REXHXW 'the goal is to predict a set of spatial fix-
ation points f; = (;,7;), that will serve as the basis to
build the fixation map M. We then smooth this map with
a Gaussian filter with a standard deviation o to obtain the
final continious saliency map. However, there are some sig-
nificant differences that distinguish our approach from pre-
vious works. As the model predicts the fixation points only,
we do not leverage the continious ground truth saliency map
at training time. Thus, we aim at mimicking the way visual
attention datasets are created, with the use of both the fix-
ation queries and parallel decoding. The key modules are
outlined in the following.

CNN Encoder (fy). The encoder is a network fy : x —
T parameterised by .. fy is implemented as a backbone
ResNet50 [25], followed by a 2-layer 1 x 1 convolutional
projection head with batch normalization and ReLU activa-
tion, that reduces the channel dimension from 2048 to 256.

Transformer encoder. €., maps X% to oxhxw,
T’ is first wrapped to a sequence of size ¢ X hw, then
augmented with 2D positional encodings [2]. The multi-
head self-attention layers perform message parsing across
T’ channels, in order to capture the contextual information.
This acts as a smoothing prior, hence, pixels sharing the
same semantic class repulsively attend irrespective of their
position in the image, ignoring all structural information.
Furthermore, -y is the smoothed transform of I', ensuring
coherence both spatially in the neighborhood of a given
pixel ¢ and semantically for pixels 7 further away but shar-
ing the same class.

Transformer decoder. The decoder transforms a fixed
number of embeddings (i.e. fixation queries) of size 256
using multi-headed cross attention mechanisms, where the
keys and values are sourced from the image features. The
output embeddings are then mapped to a fixation point
fi = (Zi, ;) using a 3-layer MLP.

3.2. Learning from fixations

Following the experimental setup used in creating
saliency datasets, we denote the decoder fixation queries as
Fq = Fyo,...., Fyn. These queries simulate the viewer’s
attention, i.e. where they attend to the image features, and
saccade to a spatial position that maximizes the attention
task. Furthermore, we do not want the queries to predict the
same ground truth fixations, thus, the loss assigns a unique
matching using the Hungarian algorithm between the pre-
diction and ground truth fixations, and then minimizes the
1, distance for the respective matched positions.

Denote f; = (x;,y;) as a sample from the ground truth
set, and the corresponding prediction as f; = (Z;,%;). To
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Figure 1. Complete pipeline for training. The CNN backbone produces the latent representation given an input image. The transformer
encoder enhances this representation for a suitable decoding. The queries in the transformer decoder cross-attention are a fixed number of
fixation queries, that attend to the image features. The prediction head maps the output embedding to a spatial fixation location.

find a bipartite matching between these two sets, as in [10],
we search for a permutation of N elements ¢ € Sy with
the lowest cost:

N
. 1 R
- in — matc iy i) ) 3
¢ arg¢rg§r]1vNi§:1£ weh (fi> fo(i)) 3)

where Lytaen (fi, f¢(i)) is a pairwise matching cost between
the ground truth f; and a prediction with index ¢(i). The
final loss is:

L—i’

where M, € {0,1}7*W is the ground truth fixation, and
the predicted fixation map M, is obtained using:

1
M, =
L

The normalized scanpath saliency loss (NSS) is defined as
follows:

fi— Fat)

\1 +alnss(Mp, M), (@)

if location (i, §) is a fixation

otherwise,

1 ~
Lnss(Mp, Myt) = < 3 My, X My, (5)

where S = 3, My, and M,, = M’;?’TL(:\)AP), and i refers
to the i-th pixel, and S represents the total count of fix-
ated pixels. A score of 0 indicates chance, while a positive
NSS value indicates agreement between the maps beyond
chance. Thus, we aim at minimizing the negative value of

LNss, by setting « to a negative value (-0.2).

4. Experimental setting

Training. To evaluate the proposed framework, we train
SalTR on the 10k/Sk train/validation splits of the image
saliency dataset Salicon [29].

Sampling the target fixations. The ground truth fixa-
tion map M, contains a large number of fixations points
(i.e., up to 500) gathered across a batch of subjects (16
viewers per image for the Salicon dataset). Hence, it’s nec-
essary to select N points to match the number of fixation
queries in the transformer decoder. Moreover, N should
be highly smaller than 500, for computational efficiency.
For simplicity, we adopt a uniform sampling of N sam-
ples out of S points of M to obtain f; = (z;,y;), where
i € {1,...,N}. This guarantees a diverse set of samples
from the different viewers.

Accelerating the training. We observed that SalTR is
difficult to optimize, and suffers from slow convergence,
i.e., more than 100 epochs are needed to obtain compara-
ble performance to baselines. Following the object detec-
tion literature [14, 59, 64, 64], several hypotheses can be
proposed to account for this. First, the attention weights
are uniformly assigned to all pixels in the feature maps at
initialization, hence attending to meaningless locations that
do not contribute to the feature propagation mechanism.
Second, the discrete bipartite matching is unstable under
stochastic optimization, as the same query is matched with
different objects across epochs. Lastly, the decoder cross
attention is under optimized in the early training, resulting
in noisy contextual information for the queries. Inspired by
the concept of deformable convolution [13], the approach
of [67] is to add a translation term into the formula of the
transformer attention, allowing a sparse spatial sampling by
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attending to a smaller set of locations (reference points).
Consequently, this gating mechanism approximates the full
self-attention via the locality inductive bias excluding po-
tential long-term dependencies from the calculation. We
adapt the deformable attention mechanism to our settings,
termed Deformable SalTR.

Evaluation setting. We compare against the SoTA
methods listed in [63] and add newer models with available
implementations [42]. Moreover, we test on the MIT300
benchmark [31], which is more challenging than the Sali-
con test set. As suggested in [9,42], we use the following
evaluation metrics: Similarity Metric (SIM), shuffled AUC
(s-AUCQC), Linear Correlation Coefficient (CC), Normalized
Scanpath Saliency (NSS), and the Kullback Leibler Diver-
gence (KLD) [9]. We adopt the more recent metrics formu-
lation from [42].

Technical details. SalTR is implemented in Py-
Torch [54] and trained using a single NVidia RTX3090
24GB GPU. We consider two configurations: SMALL with
3 transformer encoder-decoder layers and BASE with 6 lay-
ers, both with a ResNet-50 backbone. The number of fixa-
tion queries is set to 100, hence, 100 fixation points aresam-
pled from the ground truth fixation map. SalTR variants are
trained for 100 epochs using the AdamW [46] optimizer,
whereas the Deformable SalTR is trained for 40 epochs. We
employ a warmup of 10 epochs and a Cosine learning rate
scheduler with maximum Ir set to 1073,

4.1. Results

State-of-the-art comparison. Here we compare the
proposed approach to SOTA image saliency models on both
the Salicon and MIT300 validation sets. Table 1 shows the
performance comparison in terms of the five metrics for the
respective validation sets. We observe that our method per-
forms favorably against existing approaches.

Salicon. SalTR-Base achieves similar scores to
UNISAL, whereas the Small variant showed a slightly
worse performance highlighting the importance of the trans-
former decoder depth to optimize appropriately for the un-
stable bipartite matching. Using the same amount of com-
pute, Deformable SalTR-Small matches the UNISAL per-
formance due to the effective gated attention mechanism
allowing for a smoother optimization. Conversely, De-
formable SalTR-Base exhibits SOTA scores across the five
metrics on par with the best model on these test examples
(i.e. EML-NET [28])

MIT300. The model was not trained on this dataset,
making this an out-of-distribution test. The proposed mod-
els produces a reasonable improvement in accuracy com-
pared to other models, except UNISAL and DeepGaze,
which were trained on this specific dataset.

Figure 2 illustrates the predictions on a sample of the
Salicon validation set. It can be seen that the fixation maps

generated by our model (SalTR-Base) correlate well with
the ground truth fixation maps in terms of fixation distribu-
tion. Also, we smooth our fixation maps with a Gaussian
filter to obtain the continuous saliency map, giving the ap-
proach the flexibility to set the standard deviation parame-
ters to fit the downstream application. Also, the effective-
ness of the model in saccading to the main objects in the
scene can be observed (see Figure 1,2 in supplementary).
This demonstrates the effectiveness of the fixation queries
in playing the role of the human subjects.

Furthermore, we visualize the decoder self-attentions
maps for a set of a randomly selected queries with their
respective fixation predictions in Figure 3. We notice that
each query’s attention is highly local, where it attends to
granular details of the image (such as: the Giraffe’s mouth
for query 13, and the person’s leg for query 36). We be-
lieve that given well structured keys and values from the
encoder latent representations, the queries focus on the re-
fined granularities to predict the fixation points. This design
is intuitive and is the closest to the experimental setting in
obtaining the saliency datasets.

Saliency for low-level features. SoTA saliency models
capture high-level features such as cars, humans, etc. How-
ever, these kinds of approaches may fail to adequately cap-
ture a number of other crucial features that describe aspects
of human visual attention that have been extensively inves-
tigated in psychology and neuroscience. Visual search, is
one of the most prominent processes shaping human atten-
tion [36,61]. This is where a subject’s brain parallel pro-
cesses regions that differ significantly in one feature dimen-
sion i.e. color, intensity, orientation. These correspond to
low-level features, which operate as the basic mechanisms
of the human visual system. We conducted evaluations of
the performance of UNISAL, and our SalTR on samples of
low-level attention using images from a recently proposed
dataset [36]. The aim is to understand the main differences
on how saliency exploration is performed when the self-
attention mechanism promotes global connectivity between
the image patches. See Section A.3 in the supplementary
materials for more details.

As shown in Figure.2 in supplementary, UNISAL pro-
duces high-quality saliency maps consistent with the ground
truth maps for natural images from Salicon. High-level
features such as: human faces, bus, monument, etc; are
dominant in these images. The human visual system com-
bines the bottom-up with top-down features to solve the at-
tention task. This behaviour might not be reflected in the
fixation/saliency datasets. Hence, end-to-end deep learn-
ing based models might learn a good saliency mapping,
but actually violate the subtleties of its true definition.
Early computational approaches for the visual human sys-
tem e.g. [6, 20-22, 35, 48, 49, 57] were mostly cognitive
based models relying on computing multiple visual features

387



Ground truth fixations Predicted fixations

Ground truth saliency
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Figure 2. Qualitative results of our model on sample images from SALICON. It can be observed that the proposed approach is able to
handle various challenging scenes well and produces consistent fixation/saliency maps.

such as color, edge, and orientation at multiple spatial scales
to produce a saliency map. Moreover, could the fixation
queries in SalTR bridge this gap, by reasoning over the re-
curring features and drawing dependencies/similarities?

In fact, UNISAL fails to respond to simple features.
For example, considering colour (Figure.3 in supplemen-
tary), UNISAL [17] did not capture the penguin as the most
salient object, whereas the SalTR succeeded in doing so,
as this pattern is solved with the global nature of the self-
attention mechanism. This suggests that SalTR is better at
incorporating characteristics of the visual system as impor-
tant priors induced by the self-attention mechanism and the
Hungarian matching. Clearly however, as shown in Fig-
ure.4 in supplementary, SalTR severely fails when given
synthetic images, the model does not respond well to low-
level features from the O3 dataset, and nearly produces ran-
dom fixations around the center.

4.2. Ablation study

Losses importance. The bipartite matching loss appears
intuitive to avoid fixation queries collapse. We validate this
hypothesis by eliminating the Hungarian matching loss, and
only use the final loss in Eq. 4 without any assignments. As
expected, the model learns the saliency dataset center bias.
In other words. the fixation queries tend to all focus on the
most salient features of the input image, while ignoring the
rest. This is an artifact of the cross-attention optimization,
where a shortcut over the features dominates learning more
diverse and rich predictions.

Object detection vs saliency prediction. We attempted
to initialize SalTR with DETR weights trained on COCO
for object detection. We only train the MLP head on the
saliency dataset. The aim is to measure the alignment
between the two downstream tasks. The model was un-
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Query ID: Query ID: Query ID: 79

Figure 3. Decoder self-attention for a set of fixation queries. It can be seen that queries attend to spatial locations consistent with their
predicted fixation points. Predictions are made with SalTR-Base on a validation set of images.

Table 1. Comparative performance study on Salicon and MIT300.

Models Salicon MIT300
SIM s-AUC CC NSS KLD | SIM s-AUC CC NSS KLD
ITTI [27] 0.37 0.61 020 - — 046 0.13 044 1.11 0095

GBVS [24] 044 0.63 042 - - 048 0.62 047 124 0.88
Salicon [29] - - - - - 051 0.73 056 1.70 0.78
CASNet [19] - - - - 0.58 0.73 0.70 198 0.58
EML-NET [28] 0.79 0.74 0.89 2.05 052 | 074 0.67 0.78 248 0.84

MSI-Net [37] 0.80 0.74 0.90 2.01 0.67 0.74 0.77 230 042
TranSalNet [47] - - - - - 0.68 0.74 0.80 241 1.01
SalGAN [52] 0.75 076 247 - 0.63 0.73 0.67 1.86 0.75
UNISAL [17] 0.77 0.73 087 195 - 0.67 0.78 078 236 041
DeepGaze [41] - - - - - 0.66 0.77 0.77 233 042
SalTR-Small 0.75 0.71 0.84 1.79 098 | 0.61 0.70 0.70 198 0.59
SalTR-Base 0.78 0.75 0.87 197 0.74 | 0.65 0.74 075 222 046

Deformable SalTR-Small | 0.77 0.73 0.86 1.88 0.82 | 0.64 0.75 076 2.09 049
Deformable SalTR-Base | 0.79 0.77 0.89 212 062 | 069 0.79 0.80 245 0.36

able to achieve the baseline scores (i.e. KLD: 2.5, NSS: plementary). We hypothesize that the salient regions in
0.9). We observed that the fixations were mostly over- an image may correspond to the objects of interest within
estimated around the objects center (see Figure 3 in sup- the image. Clearly, however, the most salient regions are
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Table 2. Impact of the number of fixation queries. Performance
comparison when it is varied. 100 is the optimal number of queries
for the saliency task. SalTR-Base is showed.

Table 3. Impact of the number standard deviation. Performance
comparison when the Gaussian smoothing parameter is varied.
SalTR-Base is showed.

SalTR Salicon
| SIM sAUC CC NSS KLD

50 | 075 0.70 0.82 155 1.04
100 | 0.78 0.75 0.87 197 0.74
150 | 0.79 0.74 0.88 192 0.71
200 | 0.78 0.74 086 194 0.78

Number of queries

not necessarily the objects in the image, but could rather
be other features or patterns that catch the viewer’s atten-
tion [4]. This potentially explains the failure of this setting.

Varying the number of fixation queries. We investi-
gate the optimal number of target fixations for better re-
sults. As shown in Table 2, we vary the number of queries
N, hence the number of target fixations .S. We observe that
100 is the optimal value and higher values result in a dimin-
ishing returns in the performance since higher number of
queries make the optimization harder.

The impact of the Gaussian smoothing. Table 3 repre-
sents the impact of the standard deviation (o) of a Gaussian
filter applied to the fixation map for the SalTR-Base model.
It can be observed that the 0 = 19.0 generally offers the
best performance across most metrics. Notably, the model
achieves the highest SIM, CC, and NSS scores at o = 19.0.
Furthermore, we can observe that the KLD is the metric that
is highly affected by the smoothing parameters, whereas the
CC is more or less the same after the 19.0 value.

All vs single subject. To the best of our knowledge,
SalTR is the first approach for learning saliency prediction
from fixations only. However, it still does not replicate the
the experimental setting fully, as the fixation queries predict
a single locations, whereas human subjects may attend to
multiple locations. We attempted to sample a single subject
as targets so all the queries simulates a single human with
multiple predicted fixations. This design resulted in visu-
ally appealing saliency maps (see Figure 6 in supplemen-
tary), but the scores did not match the baselines because the
predictions were mostly sparse. This potentially highlights
an issue with the metrics, that require an over-estimated
saliency map to match the dense ground truth map aggre-
gated over a batch of subjects.

4.3. SalTR for scanpath prediction

Scanpath prediction refers to the process of estimating
the timely trajectory of fixation points for a human sub-
ject when viewing a visual stimulus. The SalTR design al-
lows for manipulating the Transformer decoder mask. In-
deed, we used the full mask for parallel decoding previ-
ously; clearly, however, we can use a causal mask, and add
an end-of-sequence (EOS) (i.e. position (0, 0)) to the tar-

Salicon
SIM s-AUC CC NSS KLD

50 | 042 0.50 0.54 133 1.63
10.0 | 066 0.70 0.77 177 0.99
19.0 | 0.78 0.75 0.87 197 0.74
30.0 | 0.76  0.72 0.87 1.78 1.16

get fixations, for the auto-regressive decoding. By doing
0, SalTR can naturally handle ordered fixation predictions
(i.e. scanpaths). The prediction head outputs the fixations
points and their duration in seconds. We train SalTR-Base
using the 10k Salicon images; for each image, we select
all the human subject’s scanpaths, each serving as its own
separate training example. The model should converge on
the correct distribution over scanpaths given the image. We
finetune the transformer decoder only for 20 epochs.

Results. The Multi-Match (MM) [15] measure is used
as the main metric for ranking scanpath prediction models.
Our approach obtains an MM score of 0.93 on the 5k Sal-
icon examples (PathGAN [1]: 0.96). This is achieved by
averaging the individual results against all human viewer
scanpaths for a single image. Figure 4 in the supplementary
material shows the quantitative results on sample images
from Salicon. Our model demonstrates a clear and consis-
tent tracking of the ground truth, indicating its ability to
accurately capture human visual attention.

5. Conclusion

We present a novel approach for saliency prediction
in images, named Saliency TRansformer (SalTR), which
leverages parallel decoding in transformers to learn saliency
solely from fixation maps. Unlike existing models that rely
on continuous saliency maps, our approach directly predicts
fixations by treating saliency prediction as a set prediction
problem. We conducted experiments on the Salicon and
MIT300 benchmarks and achieved remarkable performance
compared to SOTA methods. Our approach not only repli-
cates the data collection pipeline used in generating saliency
datasets but also eliminates the need for continuous saliency
annotations. Furthermore, we extended our approach to the
scanpaths prediction problem and demonstrated its effec-
tiveness. Overall, our approach offers a promising direc-
tion for saliency prediction, focusing on the discrete fixa-
tion maps and directly predicting fixation points. It opens
up possibilities for application-guided saliency prediction,
as per the flexibility offered in our design.
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