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Abstract

Uncertainty quantification of deep neural networks has
become an active field of research and plays a crucial role
in various downstream tasks such as active learning. Recent
advances in evidential deep learning shed light on the direct
quantification of aleatoric and epistemic uncertainties with
a single forward pass of the model. Most traditional ap-
proaches adopt an entropy-based method to derive eviden-
tial uncertainty in classification, quantifying uncertainty at
the sample level. However, the variance-based method that
has been widely applied in regression problems is seldom
used in the classification setting. In this work, we adapt
the variance-based approach from regression to classifica-
tion, quantifying classification uncertainty at the class level.
The variance decomposition technique in regression is ex-
tended to class covariance decomposition in classification
based on the law of total covariance, and the class corre-
lation is also derived from the covariance. Experiments on
cross-domain datasets are conducted to illustrate that the
variance-based approach not only results in similar accu-
racy as the entropy-based one in active domain adaptation
but also brings information about class-wise uncertainties
as well as between-class correlations. The code is available
at https://github.com/KerryDRX/EvidentialADA. This alter-
native means of evidential uncertainty quantification will
give researchers more options when class uncertainties and
correlations are important in their applications.

1. Introduction
Recent decades have witnessed significant advances in

deep learning, which has been employed in various do-
mains including computer vision and natural language pro-
cessing. Despite the great success of Deep Neural Net-
works (DNNs), their application in safety-critical tasks is
still highly restricted because of their lack of transparency
[30], vulnerability to domain shifts [22] and adversarial at-
tacks [28, 33, 35], and incapability of reliably calibrating
prediction uncertainties [4]. Therefore, uncertainty quan-

tification of DNNs has attracted great attention more re-
cently, and many approaches [6, 11, 17, 21, 27, 38, 41, 46]
have been devised to estimate predictive uncertainties.

Evidential Deep Learning (EDL) [32] brings insights
into the direct estimation of model prediction uncertainties
with a single forward propagation, and fundamental theo-
ries have been established for both classification [21, 32]
and regression [1]. Learning is formulated as a process of
evidence acquisition, and each training sample adds support
to the higher-order evidential distribution [1]. Compared to
many other alternatives of uncertainty quantification meth-
ods, EDL does not modify model architecture or incur ad-
ditional computation [12]. In addition, EDL is also able to
disentangle uncertainties from different origins: uncertainty
due to the conflict of evidence and uncertainty due to the
lack of evidence. The former is known as data uncertainty
or aleatoric uncertainty (AU), which refers to the intrinsic
randomness of the data as a result of natural data complex-
ity and cannot be decreased by training with more data. The
latter is known as model uncertainty or epistemic uncer-
tainty (EU), which originates from the lack of knowledge
about the data mainly due to data distribution mismatch and
can be reduced by increasing training data.

The approach to separate total uncertainty into AU and
EU varies in regression and classification. In regression
problems [1, 36, 40], the total uncertainty is quantified as
predictive variance, which can be decomposed based on
the law of total variance [19]. In classification problems
[21, 23, 43], the total uncertainty is quantified as predictive
entropy, which can be decomposed based on the definition
of mutual information [3]. These two types of methods
are respectively referred to as variance-based approach and
entropy-based approach in this paper.

Although the entropy-based approach for evidential un-
certainty quantification has demonstrated promising results
[18,23,43], the variance-based method is typically not con-
sidered in classification settings. Since variance is quanti-
fied for a single variable only and is not directly applicable
to a probability distribution, entropy has been regarded as
the better option to quantify the total uncertainty of a single
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classification sample. Consequently, classification uncer-
tainty quantification has been limited to the sample level.
However, the variance-based uncertainty quantification in-
troduced in this paper can be applied to each class individ-
ually, estimating uncertainty at the class level.

Active domain adaptation (ADA), the combination of
active learning (AL) and domain adaptation (DA), is se-
lected as the objective task to evaluate the variance-based
uncertainty quantification approach in this work. DNNs are
known to suffer from insufficient annotated data and do-
main shifts, thus AL and DA have been intensively studied
in recent years to alleviate these two problems. AL identi-
fies valuable data from the unlabeled pool to annotate, giv-
ing the model the best performance with the fewest annota-
tions [29], but a sampling heuristic for data selection is re-
quired, where uncertainty quantification can play an impor-
tant role. DA mitigates performance degradation when the
model is trained on data from one distribution (source do-
main) but evaluated on data from another distribution (tar-
get domain), and a recent study has shown the effectiveness
of uncertainty-guided training in unsupervised DA [43].
Therefore, the quality of uncertainty quantification can be
directly reflected by the performance of ADA. Dirichlet-
based Uncertainty Calibration (DUC) [43], an EDL-based
ADA framework, has been proposed and achieved state-of-
the-art (SOTA) performance on multiple ADA datasets.

Contributions: 1) While the previous entropy-based
approach quantifies EDL uncertainties at the sample level
only, we derive a variance-based approach to achieve
sample-level and class-level uncertainty quantification. 2)
We introduce an EDL class covariance calculation method,
based on which between-class correlations can be obtained
and highly similar class pairs can be identified. 3) We devise
a simultaneous certainty and uncertainty sampling strategy
in active learning to boost the model performance under
large domain shift. 4) Experiments on cross-domain im-
age classification datasets are conducted to illustrate the ef-
fectiveness of our variance-based approach in ADA, with
SOTA performance. Class-level uncertainty quantification
and class correlation analysis are also demonstrated.

2. Related Work
Evidential deep learning [1, 21, 32] treats model learn-

ing as an evidence-acquisition process, in which each train-
ing sample introduces new evidence to a learned higher-
order evidential distribution. The evidential model predicts
the parameters of the evidential distribution, then aleatoric
and epistemic uncertainties can be directly derived from the
distribution parameters. EDL has been applied in various
fields such as active learning [14], domain adaptation [43],
semi-supervised learning [45], open set action recognition
[5], reinforcement learning [7], object detection [23], depth
estimation [1], stereo matching [40], molecular property

prediction [36], and medical image segmentation [18].
As for uncertainty quantification in EDL, typically the

entropy-based approach is adopted in classification [21, 23,
43, 43, 45], while the variance-based approach is used in
regression [1, 36, 40]. A recent work [15] explores the pos-
sibility of applying the variance-based approach in a brain
segmentation problem, but the quality of uncertainty is not
being tested, thus the reliability of this approach in down-
stream tasks, such as active learning which requires precise
uncertainty estimation, remains unclear.

Active domain adaptation is a particular AL problem in
which labeled and unlabeled data are drawn from different
underlying distributions, thus the representativeness of the
target domain (i.e., targetness) is a crucial factor that has to
be considered compared to general active learning settings.
AADA [37] and TQS [10] employ a domain discriminator
to quantify targetness, but the learning of the discriminator
is not related to the classifier, leading to the selection of less
useful samples. CLUE [26] and DBAL [8] measure target-
ness by clustering, but redundant sampling becomes a con-
cern as the interrelationship among unlabeled target data is
not taken into account. The domain discriminator and clus-
tering applied in these approaches also lead to extra compu-
tational expenses. EADA [42] and SDM-AG [44] attempt
to mitigate domain shift by picking samples based on an
auxiliary loss function, but uncertainty quantification is still
based on point estimate predictions, which are error-prone
on the target dataset. DUC [43] leverages evidential uncer-
tainties for model training and sample selection, achieving
SOTA performance on multiple ADA datasets.

3. Evidential Uncertainty Quantification
3.1. Previous Work

Deep learning classification. In a traditional C-class
classification problem, let y denote the one-hot vector en-
coding the ground truth class cg ∈ {1, 2, . . . , C} of input
data x, with ycg = 1 and yc = 0 for all c ̸= cg . A
DNN uses softmax activation to convert the prediction log-
its into a class probability vector µ = [µ1, µ2, . . . , µC ]

⊤, in
which µc is the probability that input x belongs to class c,
µc ∈ [0, 1] for all c, and

∑C
c=1 µc = 1. Hence,

y ∼ Cat(µ) (1)

where Cat(·) represents the categorical distribution.
Evidential deep learning classification. EDL [21, 32]

considers the class probability vector µ as a random vector
that follows a Dirichlet (Dir) distribution, i.e.,

µ ∼ Dir(α) (2)

in which α = [α1, α2, . . . , αC ]
⊤ is a vector of Dirichlet

parameters with αc > 0 for all c. The probability density
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function of Dirichlet distribution is given by

D(µ|α) =
Γ(α0)∏C
c=1 Γ(αc)

C∏
c=1

µαc−1
c (3)

in which Γ(·) denotes Gamma function and α0 =
∑C

c=1 αc

is the Dirichlet strength. Following the Dirichlet distribu-
tion, the expected probability vector is µ̄ := E[µ] = α

α0
,

and the expected probability of class c is µ̄c := E[µc] =
αc

α0
.

Evidential neural network. Unlike a DNN which pre-
dicts class probabilities µ, an evidential neural network
(ENN) predicts Dirichlet parameters α instead. Therefore,
to construct an ENN, it suffices to replace the softmax ac-
tivation of a DNN with some function that outputs positive
values only (e.g., exponential function) to accommodate the
constraint of α, and the internal model architecture can be
preserved. The final predicted class cp of an ENN is the
class with maximum expected probability, i.e.,

cp = argmax
c
µ̄c = argmax

c
αc (4)

Evidential model training. An ENN can be optimized
via the loss function LEDL, which consists of a negative
log likelihood term LNLL and a KL-divergence term LKL

for regularization, with λreg being the regularization coef-
ficient.

LEDL = LNLL + λregLKL (5)

The final expressions of LNLL and LKL are respectively

LNLL =

C∑
c=1

yc(log(α0)− log(αc)) (6)

LKL = log

(
Γ(
∑C

c=1 α̃c)

Γ(C)
∏C

c=1 Γ(α̃c)

)

+

C∑
c=1

(α̃c − 1)

(
ψ(α̃c)− ψ

(
C∑

c=1

α̃c

))
(7)

in which α̃c = yc + (1− yc)αc and ψ(·) is digamma func-
tion. The derivations are detailed in [32].

Entropy-based classification uncertainty. Previous ap-
proaches [18,23,43] adopt an entropy-based method to esti-
mate classification uncertainty in EDL, quantifying the total
uncertainty U of a sample x as the Shannon entropy of the
expected class probabilities of x. An information theory
approach is employed to decompose U into aleatoric un-
certainty Ualea and epistemic uncertainty Uepis, i.e., U =
Ualea + Uepis. The final expressions of the entropy-based

uncertainties are

U = −
C∑

c=1

µ̄c log µ̄c (8)

Ualea =

C∑
c=1

µ̄c(ψ(α0 + 1)− ψ(αc + 1)) (9)

Uepis = −
C∑

c=1

µ̄c(log µ̄c + ψ(α0 + 1)− ψ(αc + 1))

(10)

The derivations can be found in [21].
Variance-based regression uncertainty. Deep eviden-

tial regression [1] has been proposed for regression uncer-
tainty quantification. Formally, it is assumed that the pre-
diction target y is a continuous random variable following
a Gaussian distribution, whose mean and variance jointly
follow a Normal Inverse-Gamma (NIG) distribution:

y ∼ N (µ, σ2) (11)

µ, σ2 ∼ NIG(γ, ν, α, β) (12)

in which γ ∈ R, ν > 0, α > 1, β > 0. Thus a regression
ENN predicts the NIG distribution parameters.

In regression, the total uncertainty U is quantified as the
variance of prediction target y. Based on the law of total
variance [19], the total uncertainty can be decomposed into
aleatoric and epistemic components:

Var[y]︸ ︷︷ ︸
total

= E[Var[y|µ, σ2]]︸ ︷︷ ︸
aleatoric

+Var[E[y|µ, σ2]]︸ ︷︷ ︸
epistemic

(13)

According to [1], the regression uncertainties are derived as

U =
(ν + 1)β

ν(α− 1)
(14)

Ualea =
β

α− 1
(15)

Uepis =
β

ν(α− 1)
(16)

3.2. Variance-based Classification Uncertainty

Motivation. A weakness of the traditional entropy-
based approach is that classification uncertainties U , Ualea,
and Uepis can only be quantified up to the sample level
(Eq. (8), Eq. (9), Eq. (10)). That is to say, we can at best
derive uncertainties associated with an entire single sample
x. Imagine a scenario in which the predictive uncertainty of
a vehicle image x is high because the model is not able to
distinguish between two classes on this image: automobile
and truck. For most other categories, such as cat and dog,
the model is certain that the image does not belong to any of
them, thus those classes do not contribute much to the total
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uncertainty. The entropy-based approach does not provide
any information about these class-level uncertainties, which
can sometimes be crucial in downstream applications.

From regression to classification. In EDL, classifica-
tion and regression problems share the same underlying as-
sumption: the prediction target is supposed to follow a bi-
level probability distribution (Eq. (1) and Eq. (2) for clas-
sification; Eq. (11) and Eq. (12) for regression). Therefore,
the uncertainty quantification and decomposition approach
in regression (Eq. (13)) should also be applicable in clas-
sification. However, regression has a scalar target y while
classification has a vector target y. Since variance is not di-
rectly calculable for a multidimensional vector, we extend
the variance in Eq. (13) to covariance to adapt to the multi-
dimensionality of y.

Covariance quantification and decomposition. The
covariance matrix of a classification target label y is defined
as

Cov[y] := E[(y − E[y])(y − E[y])⊤] (17)

which can be decomposed into aleatoric and epistemic com-
ponents based on the law of total covariance [19]:

Cov[y]︸ ︷︷ ︸
total

= E[Cov[y|µ]]︸ ︷︷ ︸
aleatoric

+Cov[E[y|µ]]︸ ︷︷ ︸
epistemic

(18)

We define the aleatoric and epistemic components of the
covariance matrix Cov[y] as aleatoric covariance matrix
Cov[y]alea and epistemic covariance matrix Cov[y]epis.
Following the distribution assumptions Eq. (1) and Eq. (2),
the covariance matrices can be derived as follows:

Cov[y] = Diag(µ̄)− µ̄µ̄⊤ (19)

Cov[y]alea =
α0

α0 + 1
(Diag(µ̄)− µ̄µ̄⊤) (20)

Cov[y]epis =
1

α0 + 1
(Diag(µ̄)− µ̄µ̄⊤) (21)

in which Diag(·) represents a diagonal matrix with the spec-
ified vector on its diagonal. The derivations are provided in
our supplementary material.

Similar to regression (Eq. (15) and Eq. (16)), the
aleatoric and epistemic components are proportional:
Cov[y]alea

Cov[y]epis = α0, which is reasonable since as the model
gains more evidence, the Dirichlet strength α0 tends to in-
crease, suppressing the model uncertainty.

Class-wise uncertainty quantification. With the co-
variance matrices, the variance-based evidential uncertain-
ties of each class can be directly retrieved from the diagonal:

Uc = Cov[y]c,c = µ̄c(1− µ̄c) (22)

Ualea
c = Cov[y]aleac,c =

α0

α0 + 1
µ̄c(1− µ̄c) (23)

Uepis
c = Cov[y]episc,c =

1

α0 + 1
µ̄c(1− µ̄c) (24)

in which Uc, Ualea
c , and Uepis

c are the total, aleatoric, and
epistemic uncertainties associated with class c of data x.

Sample-wise uncertainty quantification. Sample-wise
uncertainty can be obtained by simply aggregating the
class-wise uncertainties over all the classes:

U =

C∑
c=1

Uc = 1−
C∑

c=1

µ̄2
c (25)

Ualea =

C∑
c=1

Ualea
c =

α0

α0 + 1

(
1−

C∑
c=1

µ̄2
c

)
(26)

Uepis =

C∑
c=1

Uepis
c =

1

α0 + 1

(
1−

C∑
c=1

µ̄2
c

)
(27)

in which U , Ualea, and Uepis are the total, aleatoric, and
epistemic uncertainties associated with data x.

Correlation quantification. The class correlation ma-
trix can be directly obtained from the covariance matrix by
definition:

Corr[y] :=
Cov[y]

σ(y)σ(y)
⊤ (28)

in which σ(y) =
√

diag(Cov[y]) represents the class stan-
dard deviation and diag(·) denotes the diagonal of a ma-
trix. The off-diagonal entries of the correlation matrix pro-
vide between-class correlation information, e.g., Corr[y]i,j
is the correlation between class i and class j (i ̸= j) on the
sample x. This gives a measure of how different classes
correlate with each other in a given sample.

Comparison with entropy-based approach. Entropy-
based and variance-based approaches adopt the same way
to construct and train the ENN but quantify uncertainties in
different manners. Both methods can quantify uncertain-
ties of a sample x as a whole (Eq. (8), Eq. (9), Eq. (10)
for entropy-based; Eq. (25), Eq. (26), Eq. (27) for variance-
based). However, our variance-based approach further pro-
vides uncertainties of each single class c of sample x
(Eq. (22), Eq. (23), Eq. (24)) and yields the between-class
correlation of each pair of classes (Eq. (28)).

From theory to application. The variance-based classi-
fication EDL theories can be applied following three steps:
1) Choose an appropriate classification DNN model and
turn it into an ENN by changing the output activation from
softmax to any function that produces only positive values
(e.g., exponential function). 2) Train the ENN by Eq. (5).
3) Given a test sample x during inference, the ENN pre-
dicts the Dirichlet parameters α. Then the class prediction
is given by Eq. (4), the associated predictive uncertainties
can be quantified via Eq. (22)-Eq. (27), and the class corre-
lations can be calculated with Eq. (28).
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4. Active Domain Adaptation
4.1. Previous Work

Problem formulation. ADA assumes that there is a
source domain dataset S = {(xs

i ,y
s
i )}

ns
i=1 and a target do-

main dataset T = {xt
i}

nt
i=1. The two domains follow differ-

ent data distributions but share the same label space. Target
data are separated into a labeled subset T l and an unlabeled
subset T u, i.e., T = T l ∪ T u. Initially, all target data are
unlabeled, T l = Ø and T u = T .

In active selection round k ∈ {1, 2, . . . ,K}, buk samples
in T u are selected by some sampling strategy to query la-
bels from the oracle. These selected data are then removed
from T u and added to T l with their labels. A total budget
of B determines the maximum number of samples that can
be labeled, and typically, B =

∑K
k=1 b

u
k .

DUC algorithm. DUC [43] is an EDL-based active
learning framework that has achieved SOTA performance
in ADA. Its active sampling approach employs a two-step
selection technique based on two types of evidential un-
certainties. In each active round k, the data from T u are
first sorted by their EU. The top κbuk uncertain samples are
passed to the second step and sorted by their AU. The most
uncertain buk samples in the second step are finally sent to
the oracle to annotate.

DUC model training. In addition to supervised train-
ing of EDL, unsupervised uncertainty guidance (UG) [43]
is utilized in model optimization. By minimizing the uncer-
tainties of unlabeled targets T u, domain shift can be greatly
reduced. The unsupervised loss for a sample x is designed
as the combination of its AU and EU:

LUG = λaU
alea + λeU

epis (29)

The total loss is the sum of supervised loss (EDL) and un-
supervised loss (UG).

L =
∑

xi∈S∪T l

LEDL(xi) +
∑

xi∈T u

LUG(xi) (30)

4.2. Certainty Sampling

Motivation. In this paper, we propose simultaneous cer-
tainty and uncertainty sampling in active learning to exploit
the value of confident samples. Previous AL and ADA al-
gorithms mainly focus on picking the most uncertain sam-
ples to annotate, ignoring the value of certain samples in
the dataset. However, if wisely utilized, certain samples can
boost the model performance: 1) As the model is certain
about those data, their predictions are very likely to be cor-
rect. Thus adding them to the labeled pool can provide ad-
ditional information for supervised learning. 2) Removing
certain samples from the unlabeled pool effectively reduces
the search space for uncertain samples. Thus for uncertainty

Figure 1. DUC framework with simultaneous certainty and uncer-
tainty sampling. In active sampling round k, the unlabeled target
data in T u are first sorted by their epistemic uncertainty Uepis.
The bck samples with the least Uepis are moved from T u to labeled
target dataset T l with their pseudo labels, and the κbuk samples
with the most Uepis are then sorted by their aleatoric uncertainty
Ualea. The buk samples with the most Ualea are sent to the oracle
to query labels, after which these samples are moved to T l.

sampling in the current and subsequent active rounds, com-
putation is reduced and the likelihood of discovering infor-
mative samples is increased.

DUC with certainty sampling. As illustrated in Fig. 1,
certainty sampling can be incorporated into DUC in its first
step of active selection: when sorting T u by their EU, we
select the top bck samples with the least EU as the certain
samples and add them directly to T l with their predictions
as pseudo labels. Note that this EU-based certainty sam-
pling does not incur extra computation, as T u is not sorted
one more time using another metric. Though applied here
in the DUC framework, this idea of certainty sampling is
generally applicable in any AL algorithm.

Class-balanced certainty sampling. We introduce a
variant of certainty sampling to address the concern that
the selected certain samples might be biased towards sim-
ple classes. To avoid training set imbalance, when pick-
ing bck most certain samples in round k, we first divide T u

into C classes according to their predictions and then select
about bck

C most certain samples from each class. The class-
balanced selection is vital if class difficulties vary greatly.

5. Experiments

5.1. Datasets

Experiments are based on two multi-domain image clas-
sification datasets: Office-Home [39] and Visda-2017 [25].

Office-Home [39] is a set of 15,588 images categorized
into 65 classes that are collected in typical office and home
settings. Images are drawn from 4 different domains: Art
(A), Clipart (C), Product (P), and Real World (R).

Visda-2017 [25] contains synthetic (S) and real (R) im-
ages categorized into 12 classes. We use the training set
(152,397 synthetic images) as source data and the valida-
tion set (55,388 real images) as target data.
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AL Method Visda-2017 Office-Home
S→R A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Average

Source-only 44.7±0.1 42.1 66.3 73.3 50.7 59.0 62.6 51.9 37.9 71.2 65.2 42.6 76.6 58.3
CoreSet [31] 81.9±0.3 51.8 72.6 75.9 58.3 68.5 70.1 58.8 48.8 75.2 69.0 52.7 80.0 65.1

Random 78.1±0.6 52.5 74.3 77.4 56.3 69.7 68.9 57.7 50.9 75.8 70.0 54.6 81.3 65.8
BvSB [16] 81.3±0.4 56.3 78.6 79.3 58.1 74.0 70.9 59.5 52.6 77.2 71.2 56.4 84.5 68.2
WAAL [34] 83.9±0.4 55.7 77.1 79.3 61.1 74.7 72.6 60.1 52.1 78.1 70.1 56.6 82.5 68.3

Entropy 82.7±0.3 58.0 78.4 79.1 60.5 73.0 72.6 60.4 54.2 77.9 71.3 58.0 83.6 68.9
BADGE [2] 84.3±0.3 58.2 79.7 79.9 61.5 74.6 72.9 61.5 56.0 78.3 71.4 60.9 84.2 69.9
AADA [37] 80.8±0.4 56.6 78.1 79.0 58.5 73.7 71.0 60.1 53.1 77.0 70.6 57.0 84.5 68.3
DBAL [8] 82.6±0.3 58.7 77.3 79.2 61.7 73.8 73.3 62.6 54.5 78.1 72.4 59.9 84.3 69.6
TQS [10] 83.1±0.4 58.6 81.1 81.5 61.1 76.1 73.3 61.2 54.7 79.7 73.4 58.9 86.1 70.5

CLUE [26] 85.2±0.4 58.0 79.3 80.9 68.8 77.5 76.7 66.3 57.9 81.4 75.6 60.8 86.3 72.5
EADA [42] 88.3±0.1 63.6 84.4 83.5 70.7 83.7 80.5 73.0 63.5 85.2 78.4 65.4 88.6 76.7

DUC-ENT w/o CS [43] 89.3±0.1 66.2±0.9 85.1±0.3 84.7±0.2 71.1±1.0 84.0±0.4 81.5±0.0 72.0±0.8 67.0±0.8 85.6±0.2 79.9±0.4 71.0±0.5 89.5±0.5 78.1±0.2
DUC-VAR w/o CS 89.4±0.1 66.2±0.4 85.0±0.4 85.0±0.2 70.8±0.4 85.1±0.3 81.7±0.2 71.7±0.1 67.0±0.3 85.6±0.5 80.1±0.3 70.9±0.3 89.4±0.4 78.2±0.1
DUC-ENT w/ CS 89.3±0.2 69.0±0.7 85.3±0.9 85.3±0.1 73.0±0.3 85.1±0.4 82.6±0.1 73.9±0.3 68.5±0.3 86.0±0.1 80.6±0.5 72.5±0.3 89.5±0.3 79.3±0.2
DUC-VAR w/ CS 89.5±0.1 68.3±0.4 85.9±0.2 85.2±0.1 73.8±0.0 85.6±0.4 83.4±0.5 74.8±0.9 68.9±0.5 85.7±0.3 80.2±0.0 71.7±0.9 89.7±0.3 79.5±0.2

Table 1. Classification accuracy (%) of ResNet-50 on Office-Home and Visda-2017 with a budget of 5% target data. DUC-ENT: DUC
with entropy-based uncertainty quantification. DUC-VAR: DUC with variance-based uncertainty quantification. CS: certainty sampling.

5.2. Experimental Setup

We adopt most experimental settings of [43] to get com-
parable results. There are K = 5 active selection rounds
and a budget of B = 5%|T | in total. In active round
k ∈ {1, 2, . . . ,K}, κ = 10, and buk = B/5 = 1%|T |
uncertain samples and bck = k%|T | certain samples are se-
lected from the unlabeled pool T u. We gradually increase
the certainty sampling ratio because as training progresses,
the model can give increasingly more correct predictions.

ENN is constructed using ResNet-50 [13] pre-trained on
ImageNet [9] as the backbone and exponential function as
the output activation. The model is trained for 50 epochs
on Office-Home and 40 epochs on Visda-2017, and active
sampling is performed in epochs 10, 12, 14, 16, and 18.
SGD optimizer with batch size 32, momentum 0.9, and
weight decay of 0.001 and the learning rate scheduling pol-
icy in [20] are used for model training. The initial learn-
ing rates for Office-Home and Visda-2017 are 0.004 and
0.001, respectively. In the loss function, λa = 0.05. For
entropy-based method, λe = 1. For variance-based method,
λe = 50 for Office-Home and λe = 10 for Visda-2017. The
regularization coefficient λreg = 1

C to mitigate the influ-
ence of the number of classes C.

For each domain transition, we independently run the ex-
periment three times, each with a randomly selected seed,
and report the mean and standard deviation of the three fi-
nal accuracies. The experiments are implemented with Py-
Torch [24] on an NVIDIA GeForce RTX 4090 Laptop GPU.

5.3. Results

5.3.1 Classification Accuracy

The accuracy comparison of DUC with entropy-based and
variance-based evidential uncertainties (denoted by DUC-
ENT and DUC-VAR respectively) on the two datasets is il-
lustrated in Tab. 1, together with the results of previous AL
algorithms.

Source UG US CS A→C
✓ - - - 46.0
✓ ✓ - - 52.8
✓ - ✓ - 62.1
✓ ✓ ✓ - 66.2
✓ ✓ ✓ ✓ 68.3

Table 2. Ablation study on Office-Home A→C domain transition.
Source: training by source data. UG: uncertainty guidance. US:
uncertainty sampling. CS: certainty sampling.

The variance-based approach achieves slightly better
average accuracy than the entropy-based one on the two
datasets and is also more stable when certainty sampling
is not involved, as the average standard deviation of DUC-
VAR on 12 domains of Office-Home (0.32) is significantly
lower than that of DUC-ENT (0.50).

With certainty sampling, the average accuracy of Office-
Home is improved by more than 1%, but the effect of cer-
tainty sampling on transitions with little domain shift is neg-
ligible (e.g., on Visda-2017 S→R and Office-Home R→P).
However, it is noteworthy that certainty sampling never
harms the model performance in any domain transition us-
ing either DUC-ENT or DUC-VAR.

5.3.2 Ablation Study

The three main components of the improved DUC frame-
work with variance-based uncertainty quantification are un-
certainty guidance (UG), uncertainty sampling (US), and
certainty sampling (CS). The contributions of the three parts
are analyzed through an ablation study on the Office-Home
dataset Art to Clipart domain transition (Tab. 2) since this
transition suffers from the greatest domain shift and makes
the effect of each component more evident.

Uncertainty guidance. It can be noticed that UG train-
ing always improves accuracy on the target domain, with or
without active US. Even in the unsupervised domain adap-

2137



Uncertainty Quantification Visda-2017 Office-Home
S→R A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Average

AU ENT 75.6±0.2 78.9±0.1 80.8±0.5 84.3±0.1 83.4±0.2 83.3±0.4 83.2±0.7 83.4±0.1 80.1±0.1 85.7±0.1 85.7±0.2 81.3±0.5 85.8±0.0 83.0±0.2
VAR 75.3±0.1 79.5±0.2 81.5±0.2 85.0±0.0 83.5±0.4 83.4±0.1 83.6±0.1 83.3±0.2 80.7±0.3 86.0±0.2 86.3±0.2 80.0±0.2 86.5±0.0 83.3±0.1

EU ENT 73.8±0.1 77.8±0.0 79.5±1.0 83.1±0.3 81.8±0.1 82.2±0.4 81.8±0.7 81.9±0.1 78.8±0.0 84.4±0.1 83.7±0.3 80.1±0.6 84.5±0.0 81.7±0.2
VAR 73.8±0.0 78.5±0.0 80.5±0.2 84.2±0.1 82.3±0.6 81.8±0.0 82.0±0.2 81.8±0.0 79.2±0.4 84.7±0.1 84.9±0.3 78.6±0.2 85.5±0.1 82.0±0.0

Table 3. AUROC (%) of misclassification detection on Office-Home and Visda-2017 based on uncertainties in epoch 10. AU: aleatoric
uncertainty. EU: epistemic uncertainty. ENT: entropy-based uncertainty quantification. VAR: variance-based uncertainty quantification.

Figure 2. The t-SNE visualization of image feature embed-
dings derived by the model trained without (left) and with (right)
variance-based uncertainty guidance on Office-Home dataset
A→C domain transition. No active sampling is performed.

tation setting where no target samples are labeled, UG im-
proves accuracy on the target domain by a large margin
(6.8%), meaning that minimizing target evidential uncer-
tainty serves as good guidance to model training.

A qualitative study on the feature space (Fig. 2) demon-
strates that UG training significantly mitigates the domain
shift from source to target. When no guidance is provided,
target features shift greatly from source ones and tend to be
widely spread, incapable of forming into class-wise clus-
ters. However, with the guidance of variance-based eviden-
tial uncertainties, the target features appear visually closer
to the source ones and learn to group into small clusters.
The learned features of target samples from different classes
are far more distinguishable, even if no target labels are pro-
vided to them at this stage.

Certainty sampling. A vital prerequisite for CS to
work is that the certain sample selection criterion should
be a strong indicator of prediction correctness. Therefore,
whether low epistemic uncertainty indicates a high likeli-
hood of prediction correctness has to be examined. The av-
erage prediction accuracy of all the selected class-balanced
certain samples is 94.2% in Office-Home and 97.2% in
Visda-2017. Since a total of 15% target data are selected as
certain samples, prediction mistakes are almost inevitable,
but an overall accuracy of more than 94% is still sufficient to
improve the model performance under most circumstances.

5.3.3 Evidential Uncertainty Analysis

Evidential uncertainty for misclassification detection.
Apparently, it is preferable that before active selection, most
samples chosen in US are incorrectly predicted and most

Figure 3. Uncertainty histograms of Office-Home source (Art) and
target (Clipart) domains. The model is trained on source data only
(top row) and with UG (bottom row) without active sampling. Un-
certainty is shown in the logarithmic scale for elegancy.

samples chosen in CS are correctly predicted, so that we
can maximize the performance gain from a limited labeling
budget without introducing excessive wrong pseudo labels
in training. Both these two desires require a strong relation-
ship between evidential uncertainty and misclassification.

This relationship can be explicitly measured by treating
the uncertainty estimation as a binary classification prob-
lem, in which the prediction target is whether the sample is
misclassified or not and the prediction score is the evidential
uncertainty [21]. In this way, AUROC can be quantified to
evaluate how evidential uncertainty is related to the likeli-
hood of giving a wrong prediction. The mean and standard
deviation of AUROC scores from the three runs of DUC are
given in Tab. 3. The scores are calculated in epoch 10, right
before the first active sampling round. It can be observed
that variance-based evidential uncertainties have a higher
AUROC score than the entropy-based one on most domain
transitions in Office-Home, but the entropy-based aleatoric
uncertainty is a better metric to detect misclassification than
the variance-based one in Visda-2017.

Evidential uncertainties across domains. To investi-
gate whether variance-based epistemic uncertainty is a good
measure of targetness and the effect of UG training on
domain-level uncertainties, experiments are conducted to
obtain the uncertainty histograms demonstrated in Fig. 3.

The target domain has, in general, a higher epistemic un-
certainty when UG is not performed, indicating that epis-
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Figure 4. Class-level evidential uncertainties of two example Cli-
part images from Office-Home A→C domain transition.

Figure 5. Office-Home Clipart domain class-level evidential un-
certainties under A→C domain transition.

temic uncertainty can serve as the domain discriminator to
some extent. After the model is trained with target uncer-
tainty guidance, epistemic uncertainties of some samples
from both domains are reduced, but the difference between
the two distributions is still significant.

The aleatoric uncertainty, however, is much smaller in
target than in source. When no target label is provided, the
model does not have sufficient information to precisely es-
timate the intrinsic data uncertainty and tends to give rela-
tively low aleatoric uncertainties to the target samples.

Class-level Evidential Uncertainties. Based on
Eq. (22)-Eq. (24), uncertainties can be quantified at the class
level for each image in the target domain, showing which
classes the model is most uncertain about. Fig. 4 gives two
examples with their class-wise uncertainties. By aggregat-
ing all the domain samples, average class-wise evidential
uncertainties can be quantified for the entire domain, as
shown in Fig. 5. This information is useful in applications
that require uncertainty estimation at the class level.

5.3.4 Between-class Correlation Analysis

The correlation matrix in Eq. (28) can be calculated for each
individual image sample x. To investigate the correlation
between a pair of classes (i, j) in a given dataset, we take
the average of Corr[y]i,j of all the samples from class i
and class j. This gives the dataset-level class correlation.

Rank Class i Class j Correlation
1 Computer Monitor -0.364
2 Bucket Trash Can -0.239
3 Desk Lamp Lamp Shade -0.226
4 Knives Scissors -0.213

Table 4. The top 4 most correlated classes in the Office-Home
Clipart domain, obtained from A→C domain transition.

Samples from classes other than i and j are excluded be-
cause most of them do not contain information about the
two classes. Note that when class labels are unavailable,
predictions can be used as a proxy for ground truth classes.

Here, we assume the labels are available and check
the class correlations in the Office-Home Clipart dataset
(Tab. 4). A relatively large negative correlation indicates
that the model tends to make more mistakes in distinguish-
ing the two classes. The average correlations are generally
not too strong because for many samples, the model is still
able to discriminate between the two categories. However,
the relative ranking of pair correlations is still informative,
as highly similar pairs, such as computer and monitor, can
be successfully identified using our approach.

6. Applications and Limitations
The EDL-based uncertainty quantification framework is

widely applicable in scenarios where uncertainty estimation
is crucial. In active learning, the uncertainty metric helps
to identify informative samples, which can be annotated to
improve model performance. In medical image classifica-
tion and segmentation, uncertainty indicates to what extent
the diagnosis can be trusted. In autonomous driving, uncer-
tainty given by the object detector is pivotal for the vehicle
to make driving decisions to ensure safety.

However, the EDL approach is only applicable in the su-
pervised setting, where the ground truth targets are available
for model training. For unsupervised learning, EDL is not
capable of deriving uncertainties. Extending EDL to unsu-
pervised settings is a possible direction of future research.

7. Conclusion
Inspired by the theory of deep evidential regression, we

introduce a variance-based approach to quantify eviden-
tial uncertainties in deep learning classification problems.
Compared with the traditional entropy-based approach, our
method derives not only sample-level but also class-level
uncertainties. In addition, we show that between-class cor-
relations can be calculated in the EDL setting to identify
highly similar class pairs. We also propose certainty sam-
pling to boost active learning performance under large do-
main shift. This variance-based approach will enable the
development of more advanced algorithms based on class-
level evidential uncertainties and correlation information.

2139



References
[1] Alexander Amini, Wilko Schwarting, Ava Soleimany, and

Daniela Rus. Deep evidential regression. Advances in Neural
Information Processing Systems, 33:14927–14937, 2020.

[2] Jordan T Ash, Chicheng Zhang, Akshay Krishnamurthy,
John Langford, and Alekh Agarwal. Deep batch active
learning by diverse, uncertain gradient lower bounds. arXiv
preprint arXiv:1906.03671, 2019.

[3] Robert B Ash. Information theory. Courier Corporation,
2012.

[4] Murat Seckin Ayhan and Philipp Berens. Test-time data aug-
mentation for estimation of heteroscedastic aleatoric uncer-
tainty in deep neural networks. In Medical Imaging with
Deep Learning, 2018.

[5] Wentao Bao, Qi Yu, and Yu Kong. Evidential deep learn-
ing for open set action recognition. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 13349–13358, 2021.

[6] Charles Blundell, Julien Cornebise, Koray Kavukcuoglu,
and Daan Wierstra. Weight uncertainty in neural network. In
International conference on machine learning, pages 1613–
1622. PMLR, 2015.

[7] Bertrand Charpentier, Ransalu Senanayake, Mykel Kochen-
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