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Abstract

We introduce a novel weakly-supervised video actor-
action segmentation (VAAS) framework, where only video-
level tags are available. Previous VAAS methods follow a
synthesize-and-refine scheme, i.e., they first synthesize the
pseudo-segmentation and recursively refine the segmenta-
tion. However, this process requires significant time costs
and heavily relies on the quality of the initial segmentation.
Unlike existing works, our method hierarchically mines
contrastive relations to supplement each other for learn-
ing a visually-plausible segmentation model. Specifically,
three contrastive relations are abstracted from the pixel-
level and frame-level, i.e., low-level edge-aware, class-
activation map aware, and semantic tag-aware relations.
Then, the discovered contrastive relations are unified into
a universal objective for training the segmentation model,
regardless of their heterogeneity. Moreover, we incorporate
motion cues and unlabeled samples to increase the discrim-
inative power and robustness of the segmentation model.
Extensive experiments indicate that our proposed method
produces reasonable segmentation.

1. Introduction

Video Actor-Action Segmentation (VAAS) involves per-
forming segmentation on both actors and actions within a
video, as demonstrated in the case of baby crawling, where
baby represents the actor and crawling represents the action.
Unlike traditional video object segmentation, which focuses
solely on foreground object segmentation in a scene, and in-
stance segmentation, which concentrates on separating and
identifying individual objects, VAAS stands out due to its
unique capability of segmenting different actors engaged in
different actions simultaneously. This means that a VAAS
method must distinguish between an actor (object) and two
different semantic elements: actor-semantics and action-
semantics. This distinctive requirement for discriminating
between actions sets VAAS apart from other object segmen-

tation techniques, making it a notably challenging task. Ex-
isting methods deal with the VAAS task through various ap-
proaches, such as joint learning [29, 31], supervoxel-based
method [53], 2D/3D FCN [43], text-guidance instead of the
original video label [18]. Despite the promising segmen-
tation results achieved by these fully-supervised methods,
the lack of pixel-level annotations has limited the practical
applications of VAAS in real-world scenarios.

To address the scarcity of pixel-level annotations, there
are a few works in the literature [8, 56] investigates VAAS
in the weakly-supervised setting where only video-level
actor-action tags are accessible. That is, we can only ac-
cess the actor-action labels during training without fine-
grained pixel-level annotations, making it more complex
than the aforementioned fully-supervised methods. The
seminal work of Yan et al. [56] introduced a set of ranking-
supporting vector machines to replace classifiers. They con-
sidered each superpixel within the frame as the same cate-
gory, which inevitably confuses the model due to this rough
labeling. Another work by Chen et al. [8] proposed a 3D
GCAM [44] to synthesize pixel-level pseudo-segmentation
and then iteratively refined the initial pseudo-segmentation.

These weakly-supervised VAAS methods [8, 56] and
even more general video object segmentation [25, 27, 46,

], adhere to a similar synthesize-and-refine approach.
This approach involves synthesizing pseudo-segmentations
and iteratively refining them. However, this process entails
significant time costs and heavily depends on the quality
of the initial segmentation. Different from this intricate
synthesize-and-refine paradigm, we propose to train a net-
work for direct video segmentation without additional re-
finements. We demonstrate that heterogeneous contrastive
relations can be extracted from raw frames, offering super-
vision for model training. Specifically, for low-level pixels,
neighboring pixels with similar appearances are more likely
to belong to the same semantic category. Conversely, pixels
with distinct color variations need to be categorized sepa-
rately. At a higher semantic level, the representation of an
actor-action like baby crawling should be distinguishable
from dog running. These inherent similarities and dissimi-
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larities between frames naturally facilitate the establishment
of diverse contrastive relations. This way, visually- and se-
mantically similar representations should be attracted closer
while their counterparts should be repelled away.

To tackle the VAAS task, we introduce the Visually
and Semantically Contrastive Relations (VSCR) segmen-
tation model. Our approach uniquely incorporates three
contrastive relations: low-level edge-aware, class-activation
map (CAM)-aware, and semantic tag-aware, supplement-
ing each other for training. Notably, VSCR integrates unla-
beled samples without CAM, enhancing network robustness
and reducing the need for extensive pseudo-segmented data.
This fusion of contrastive relations and unlabeled samples
establishes a universal learning objective, enabling pseudo-
segmentations to propagate to unlabeled frames. In addi-
tion to these contrastive relations, our strategy leverages
motion cues to tackle the VAAS task. In contrast to meth-
ods like [8], which solely rely on actions during the initial
pseudo-segmentation, we seamlessly integrate motion cues
extracted from video clips during the model training. This
infusion of motion cues augments the network’s capacity
to discern and classify actions effectively. Through the fu-
sion of motion cues and the unified learning objective, our
model acquires the ability to associate actions closely with
the concurrency of video-level tags. For instance, when pre-
sented with a “dog-walking” video, our model identifies the
associated actor-action even among videos containing di-
verse content. Our novel VSCR framework is illustrated
in Figure 1, representing a reasonable solution trained with
heterogeneous contrastive relations.

We summarize our contributions as follows:

e Our approach differs from previous methods [8, 56].
We introduce a new design that utilizes pixel- and
frame-level contrastive relations for additional super-
vision, eliminating the need for further refinement.

* We present the VSCR segmentation network to tackle
the weakly-supervised VAAS task. Additionally, we
incorporate motion cues to enhance action discrim-
ination and unlabeled samples to bolster model ro-
bustness, reducing the reliance on a large number of
pseudo-segmentations.

e Leveraging our proposed techniques, the VSCR
segmentation network outperforms state-of-the-art
weakly-supervised methods in VAAS, delivering rea-
sonable segmentations.

2. Related Work

Video Actor-Action Segmentation (VAAS). Video seman-
tic segmentation aims to identify the object category of each
pixel for every known object within a frame of the target
video [28,36,41]. While action recognition tries to clas-
sify the action categories within a video [7,47,49]. VAAS
highly relates to joint video semantic segmentation and ac-

tion recognition [23,60]. However, most of these segmenta-
tion methods assume a single dominant object in the video,
and so does action recognition, where they assume only a
single ongoing action. Despite the similarity, the joint se-
mantic segmentation and action recognition are not directly
comparable to VAAS. Another similar task is instance seg-
mentation [20], but its segmentation remains consistent for
all instances of the same object class, regardless of the ac-
tions associated with those instances.

Initially proposed by Xu et al. [54], VAAS has re-
ceived significant attention in the computer vision commu-
nity [18,29,31,43,53]. The works in the fully-supervised
area fall into two categories: graph-based and two-stream-
based. For graph-based methods [53], they first super-
voxelize the video as their initial graphs with nodes be-
ing supervoxels, and then solve the problem as a graph cut
problem. For the two-stream-based methods [29, 31, 43],
the joint learning of two streams (frame- and video-level)
is a common practice. For each stream, the methods
are different from their pipelines, such as detection-based
frameworks [29, 31], and convolutional LSTM [24] with
FCN [43]. Note that all the above methods urge full pixel-
level supervision to train the model.

The proposition of weakly-supervised VAAS by Yan et
al. [56] addresses the high demand for full supervision
by only using video-level tags. They initially generate
pseudo-labels using supervoxelization and then train a set
of ranking SVMs instead of classifiers for the final seg-
mentation using CRF. The state-of-the-art method proposed
by Chen et al. [8] follows a synthesize-and-refine scheme,
where they mostly focus on selecting high-quality pseudo-
segmentations and designing the stop criterion.

In contrast to conventional methods, we take a novel
approach to address weakly-supervised VAAS tasks by
harnessing the latent potential within frames and videos
through a contrastive strategy. Unlike the prevalent ap-
proach of iteratively refining pseudo-segmentations [8,

], we train our VSCR model with consistent pseudo-
segmentations. The efficacy of our well-trained segmenter
primarily stems from our introduced contrastive relations,
which supply supplementary supervision, along with inno-
vative techniques such as incorporating motion cues and un-
labeled samples. This shift in methodology sets our ap-
proach apart from previous methods, positioning it as a
novel and distinctive method within the field.

Contrastive Learning. Contrastive learning is widely
used in weakly- and self-supervised representation learning
methods [11,19,22,35,37]. To utilize the contrastive learn-
ing strategy, we have to define positive and negative sam-
ples. In general, the definitions of positive/negative pairs
vary from application and application [12, 14, 15, 34, 62].
For a given anchor point in the representation space, con-
trastive learning aims to pull the anchor closer to its pos-
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Figure 1. Our VSCR segmentation architecture. The edge segmentation and CAM pseudo-label are generated from a pretrained edge
detector and classification model, while the semantic tag is encoded into a one-hot vector. The frame and video clip are input into respective
CNN feature extractors to generate image-level representation and video-level motion cues. We use pretrained DeepLab [10] with ASPP
convolution and I3D [5] as the corresponding backbone. Note that the I3D backbone is fixed where we focus on optimizing the MLP layer
consisting of two linear layers. The expansion of motion cues is implemented by bi-linearly interpolating to the same size of image-level
features. Our segmentation head is a two-layer MLP. It is worth noting that our model training is under two newly-proposed supervisions
(i.e., edge segmentation and semantic tag) plus CAM pseudo-annotation used in [8], along with a novel learning objective loss function to
learn from both labeled and unlabeled samples. € denotes element-wise addition.

itive samples and, at the same time, push the anchor far
away from its negative samples. This motivation of con-
trastive learning nominates itself as a well-suited tool in
high-level tasks such as image recognition [ 1, 19,22]. Re-
cent works [26, 33, 58] introduce contrastive learning into
semantic segmentation by maximizing the log-likelihood of
extracted pixel features under a mixture of vMF distribu-
tions model. However, to the best of our knowledge, there is
still no work to apply contrastive learning to VAAS. In our
work, we define our positive/negative pairs based on our
proposed heterogeneous contrastive relations. Moreover,
our proposed method is different from semantic segmen-
tation works [26,33,58] as we incorporate motion cues and
unlabeled samples into training, and we formulate a novel
objective to perform joint actor-action segmentation, differ-
ent from most existing methods.

3. VSCR for Weakly-Supervised VAAS

In this section, we present an in-depth exploration of our
proposed VSCR architecture (Figure 1), which serves as
a solution for addressing the challenges posed by weakly-
supervised VAAS. We commence by introducing the over-
arching structure of our framework, followed by an elab-
oration of how various contrastive relations are extracted.
Then, we outline the formulation of a novel objective func-
tion that integrates these heterogeneous contrastive relations
and unlabeled samples, thereby enhancing the capabilities
of our segmentation model.

3.1. VSCR Segmentation Architecture

Our VSCR contains two stages: Supervision construc-
tion (Stage I) and Model training under constructed con-

trastive relations (Stage II). In Stage I, we extract edge
segmentation, CAM pseduo—label, and semantic tag vec-
tor using edge detector, classification model, and one-hot
encoding, respectively, as in Figure 1. The implementa-
tion details are in Sec. 4.2. After we obtain these pseduo-
annotations, we construct the contrastive relations on the
fly in Stage II using spherical kmeans clustering in the em-
bedding space. We will introduce the mining and unify-
ing of hetergeneous contrastive relation in the next sub-
section. Stage II fuses image feature and motion cues to-
gether to learn a robust segmentation model. Specifically,
we adopt a simple yet effective two-stream architecture to
jointly learn from a frame (i.e., actor-branch) and a video
sequence (i.e., action-branch), as shown in Figure 1. The
actor branch backbones a 2D DeepLab [10] with an Atrous
Convolution layer (ASPP), while the action branch has an
13D [5] backbone. Different from the actor branch, the ac-
tion branch backbone I3D encodes the video into a repre-
sentation of a flatten 2048-dimensional vector. To match the
feature dimension, we introduce a two-layer Multi-Layer
Perceptron (MLP) to output the feature with the same di-
mension as the image representation. The final segmenta-
tion is obtained using Softmax. During training, the actor
backbone (DeepLab) along with the ASPP layer, action-
branch MLP, and segmentation head are trained using the
proposed weakly-supervisions.

Learning with Motion Cues. Our target task is to gener-
ate pixel-wise semantic segmentation across the joint actor-
action class space from input video data. The state-of-the-
art method for weakly-supervised VAAS only considers the
action during initial pseudo-labels generation. However, no
motion/action is used during the actual segmentation model
training. We propose to learn the segmentation model with
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Figure 2. Illustration of our contrastive relations. Green lines
denote that representations in the feature space should be pulled
closer while white ones mean should be pushed away. Note
that, for a given frame/video with single actor-action, e.g., “dog-
walking”, the distance of its representation to its multi-action sam-
ples, e.g., “dog-walking and adult-running” and “dog-walking and
dog-running” should be closer compared to other irrelevant actor-
actions, such as “baby-rolling”.

(c) tag-aware
contrastive relation

motion cues. Our intuitions are: (i) Action awareness is the
key to the VAAS problem. With motion cues included, our
model can jointly learn actor and action representation, in-
creasing the segmentation model’s discriminative power, as
suggested in [29,31]. (ii) Low-quality initial action pseudo-
annotations require more runs to refine and may still re-
sult in suboptimal convergence. Compared with the well-
trained image-level classification model > 86%, the video-
level classification model suffers from low prediction power
< 76%, which means that the predicted pixel-level action
pseudo-annotation has more ambiguities, resulting inferior
pseudo-annotations. Instead of using action in the initial
generation of pseudo-annotations, we seamlessly integrate
the motion cues into model training. With our novel loss
function introduced later, we can jointly learn from frame
and video, leading to a better segmentation model.

3.2. Mining and Unifying Heterogeneous Con-
trastive Relations

It is worth noting that VSCR provides the model with ad-
ditional supervision other than pseudo-segmentations in [8]
to learn a better segmentation model. The extra supervi-
sions are products of our proposed contrastive relations.
The contrastive relations are constructed from three differ-
ent aspects — low-level edge-aware, CAM-aware, and se-
mantic tag-aware. The high-level understanding of our de-
signed contrastive relations is shown in Figure 2. Here,
we first introduce the generation of pixel-level annotations,
both edge and CAM annotations. Then, we present details
of formulating contrastive relations for each aspect.
Pixel-Level Annotations. We generate two types of an-
notations: edge map and class activation map. We further
utilize edge map to generate edge segmentation and SLIC

RN

Figure 3. Pixel-level annotations. The left 3 columns are edge
segmentations while the right 3 are CAM pseudo-labels. For all
the images presented, we overlay masks as alpha channels on their
corresponding raw RGB frames. High-quality masks are shown in
the top row, whereas the bottom row is for low-quality annotations.

F

Figure 4. Image embedding discriminates the actor regions.
Note that all embeddings are randomly pseudo-colored.

algorithm [1] to refine class activation map as our pseudo-
segmentations. Samples of annotations are shown in Fig-
ure 3. Here, CAM pseudo-annotation provides important
pixel-level class information for learning the segmentation
model, which we include in all our experiments. In Sec. 3.3,
we propose a novel approach to learning from both pseudo-
labeled and unlabeled (i.e., no CAM annotation) with a new
optimizable objective function. Moreover, edge segmenta-
tion focuses on the strong contour of the frame, which is
most likely to be the boundary of different objects, leading
the model to produce better clean-cut segmentation results.

Spherical Kmeans Clustering. Since we have no ground-
truth annotation for each pixel, it is intuitive that unsuper-
vised approaches such as clustering can be utilized to mine
the internal information among pixels as free supervisions.
Previous works [26, 33, 39, 58] consider this classification
problem as a clustering problem in the feature space, solved
by spherical kmeans clustering [4]. This spherical kmeans
clustering has a nice property to fit the general framework
of contrastive learning, where it maximizes intra-class dis-
tances and minimizes inter-class distances. Analogically,
suppose we assume negative pairs are in different clusters
and positive pairs are in the same cluster. In that case,
spherical kmeans can be used to guarantee the rationale of
such positive and negative-pair construction. In this way,
we can take the sample pairs within the same cluster as
positive sample pairs and samples from different clusters
as negative pairs. We present a sketch of the algorithm
here for reference. Let v; denotes the feature of pixel ¢,
and h; denotes the index of the class to which ¢ belongs.
Let R;, be the class set of pixels containing i, and p,
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feature centroid. This spherical kmeans clustering algo-
rithm uses Expectation-Maximization for finding the opti-
mal partition, where E-step: h;= arg max, v} uy, and M-
step: u=%icp,vi/||Zicr,vi||. Therefore, we utilize this
spherical kmeans clustering as a tool to compose our het-
erogeneous contrastive relations into a universal optimiza-
tion objective to optimize the segmentation model. This uti-
lization of contrastive relations allows our model to learn
discriminative representations, as shown in Figure 4.
Low-level Edge-aware Contrastive Relation. We gener-
ate edge segmentation using HED [38, 52] and gPb-owt-
ucm [3], which is a common practice in weakly-supervised
segmentations [26, 33, 58]. Edges are strong indicators of
region homogeneity, i.e., pixels of a coherent region, in gen-
eral, have the same semantic label. This coherent prior
of the semantic label plays an important role, especially
in weakly-supervised segmentation tasks where the model
should be capable of propagating labels throughout visually
similar regions. To this end, we propose the contrastive re-
lation based on contour-induced segmentation. Let < denote
a pixel in the current frame, we denote £ /£~ (visually
similar/different) as its positive/negative samples. Let ¢ de-
note the resulting class that pixel ¢ belongs to. Given the
feature vector v; of pixel 7 and centroids p of the partition,
the posterior probability is:

ek’eviTlJ'c

p(hi = clv, p) = W7

(1

where k. is a concentration hyper-parameter, set to 16 in all
experiments, empirically. We minimizes the negative log-

likelihood loss as in [26, 33, 58]:
Leage(i;€1,E7) == logp(hi = jlvi, 1)
jeET )
= —log Sjee+ €hvi

Yieetue- ekevips
CAM-aware Contrastive Relation. Existing state-of-the-
art weakly-supervised image/video segmentation methods
follow a similar synthesize-and-refine scheme [2,9, 16, 17,

,51,55,57]. However, different from the role CAM
played in their work as it is the only driving force in the
learning phase, CAM pseudo-annotation is just one of our
three supervisions, as shown in this section. In our case, the
pseudo-segmentations provide a rough pixel-wise estima-
tion. When we create CAM pseudo-labels using the refined
classification model, as described in Sec. 4.2, and utilize
video-level labels from the same dataset, the CAM labels
are inherently attuned to the specific semantic classes found
within the dataset used for fine-tuning, making it less possi-
ble to classify unseen classes.

Let CT/C~ denote the positive/negative samples for
pixel i, where positive/negative samples stand for pixels

with the same/different labels, respectively. Let v;, u be
the feature vector of pixel ¢ and centroid of the clus-
tering partition. We can calculate the CAM loss in the
form of negative log-likelihood loss Leam(i;C,C7)= —

T u;
SN ;kzv?uj , where k. is set empirically to 6.
Semantic Tag-aware Contrastive Relation. We build our
contrastive relation in the context of semantic tags. For a
given semantic tag, we encode it as a one-hot vector. Note
that a video with multiple actor-actions has multiple tags.
In this case, the corresponding location of each tag in the
one-hot vector is set to 1. This one-hot encoding makes it
straightforward to compare semantic distance by checking
whether there is overlapping in the same location. From
the perspective of representation learning, for example, a
frame/video with ‘running and walking’ should be sepa-
rated from ‘climbing’, but attracted to ‘running’ and ‘walk-
ing’. This tag-aware can be considered as an auxiliary clas-
sification task seamlessly embedded into training. Com-
pared to individually pretrain a classification model [&], our
design is more robust, since the auxiliary classification task
is included in the learning, we are free from fine-tuning the
pretrained network, leading to a better convergence.
Specifically, we denote 7+ /7 ~ as the positive/negative
samples with/without overlapping tags of current pixel .
Let v;, o be the feature vector of pixel ¢ and partition
centroids, we calculate the tag-aware loss as the form of
Liag(t; T, T )=—log Yjert
jeTtuT— €
empirically to 8 in our experiments.

k
Yject e

log

ktv;

3.3. Learning with Unlabeled Samples

Unlabeled samples refer to frames/videos with no class
activation maps (CAMs), while samples with CAMs as
pseudo-labeled. This unlabeled sample is not avoidable
since we have none category in the dataset, meaning no
action in the video. Note that those unlabeled samples
still have edge segmentation and video-level tags since the
edge information has no semantic content and is only the
reflection of low-level visual representation. There are
many studies [30, 40, 50] for learning from both labeled
and unlabeled samples, but few methods investigate the
weakly-supervised setting where the so-called labeled sam-
ples are, in fact, pseudo-labeled. Our intuition for includ-
ing these samples is to learn a model that can distinguish
multiple actions within a single frame/video using our de-
signed contrastive relations instead of multi-action pseudo-
annotations. Let D, denote samples with CAM pseudo-
segmentations, and its complementary set D,, is the sam-
ples without CAMs. We implement an indication mecha-
nism that assigns an identity to each sample as

Ip.(z)=1 st, z€D,,

3
Ip,up,(z) =1 st, ze€D.UD,, )
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Figure 5. Qualitative results on A2D dataset. Every 3 rows show
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when the indicator returns 1, it means that the current index
x is activated and participates in the loss backpropagation.
Finally, we formulate our overall objective function as

L= ]lDC . Oéc»ccam + ]lDCUD“, . (Oéeﬁcdgc + O‘tﬁtag)» (4)

where a./a. /oy are set to 0.3/0.3/0.1, respectively. Our
proposed learning objective loss function optimizes on
both labeled and unlabeled samples. For the labeled part,
all three supervisions are used where the CAM pseudo-
annotation gives the basic pixel-wise information while the
unlabeled part is not supervised by CAM annotation. We
only utilize edge segmentations and semantic tags as the
source of supervision.

Relation to Previous Contrastive Semantic Segmenta-
tion Work. We construct VSCR, akin to previous image-
based weakly-/semi-supervised models [26, 33, 58], albeit
with three differences. First, while they are targeting image-
level segmentation, we are targeting segmentation in video
with only access to the video-level tag. Second, motion cues
are embedded into learning, whereas image-based mod-
els barely incorporate motion information. Third, differ-
ent from heavily relying on pseudo-segmentations. In our
case, unlabeled samples are also included during the train-
ing phase to address this annotation problem. Overall, our
VSCR is different and specially designed for the weakly-
supervised VAAS problem.

4. Experiments

We first present the details about the dataset and met-
rics. Then, we include the details for our pseudo-annotation
generation, training, and inference. For experimental setup,
we first compare our method — VSCR with other state-of-
the-art fully- and weakly-supervised methods on the A2D

Frame

GT

dog-crawling

baby-crawling

adult-walking
it
adult-crawling
(a) (b) (© @

Figure 6. From top to bottom: input frame, ground-truth actor-
action segmentation, edge segmentation, attention map, our result.
We include different scenarios: (a) overlapping objects, (b) largely
different sizes, (c) clear background, (d) complex background.

dataset. Next, we decompose our model and comprehen-
sively study the effectiveness of each component. Exten-
sive experiments verify that VSCR outperforms video-level
weakly-supervised methods and is even on par with several
fully-supervised approaches.

4.1. Dataset and Metrics

Dataset. A2D dataset [54] is an actor-action segmenta-
tion dataset consisting of 3,782 videos with different res-
olutions and recording lengths, where the train/test split
is 3,036/746. Unlike classic video object segmentation
datasets [42], A2D is more challenging as it requires dis-
tinguishing actor and action simultaneously, e.g., baby-
crawling. It contains 7 actors and 9 actions in total, where
there are multiple actors and multiple actions in some video
clips. This actor-action ambiguity and unconstrained video
quality contribute to the difficulties of A2D dataset.
Evaluation Metrics. Mean intersection over union (mloU)
is adopted to evaluate the model as a common practice
in [8, 53]. Besides, we calculate the average per-class
pixel accuracy (class_accuracy) and global pixel accuracy
(global_accuracy) for quantitative evaluation under fully-
and weakly-supervised settings on A2D dataset.

4.2. Implementation Details

Pseudo-Segmentation Generation. To identify the strong
boundaries in the raw frames, we select HED contour de-
tector [52] pretrained on the BSDS500 dataset [3]. We
then perform hierarchical segmentation based on the edge
map using gPb-owt-ucm [3]. The ucm threshold used in
gPb-owt-ucm is 0.9. For pseudo-annotations (CAM [61]),
we implement a Grad-CAM++ [6] with the backbone of
ResNet-50 [21] pretrained on ImageNet [13] and then
finetune the model on the A2D dataset. In total, 2,794
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Method ‘ mlou (actor-action/actor/action)

Xu et al. [53] 19.953.9%/33.450.3% /32.069.1%
Kalogeiton e al. [31] | 29.7s0.5%/49.574 5% /42.291 15
Qiu et al. [43] 33.490.5%/47.471 4% /45.999.1%
Gavrilyuk et al. [18] | 34.894.3%/53.780.0% /49.4106.7%
Jietal. [29] 36.9100% /66.4100% /46.3100%
Chen et al. [$]* 2677909 /49.274 154/ 38.Ts3 6%
VSCR (Ours) 29.640.29% / 54.8g2.5% /40.2g6.5%

Table 1. Comparison to the state-of-the-art fully- and weakly-
supervised methods on the A2D test set. x is a weakly-
supervised method while other methods are fully-supervised. The
percentage denotes the performance compared to the best fully-
supervised method [29].

Method class_accuracy global _accuracy
Trilayer et al. [54] | 45.7/47.0/25.4 74.6/74.6/76.2
GPM+TSP [53] 58.3/60.5/43.3 85.2/85.3/84.2
GPM+GBH [53] 59.4/61.2/43.9 84.8/84.9/83.8
TSMT+GBH [31] 72.9/61.4/48.0 85.8/84.6/83.9
TSMT+SM [31] 73.7/60.5/47.5 90.6/89.3/88.7
Jietal [29] 79.1/62.9/51.4 | 94.5/92.6/92.5
Yan et al. [56] 41.7/ - /- 81.7/83.1/83.8
Chen et al. [8] 43.1/49.2/35.1 87.1/91.3/87.4
VSCR 45.9/56.8/40.4 | 89.1/92.4/88.4

Table 2. Comparison to state-of-the-art fully-supervised and
weakly-supervised methods on the A2D test set.

video clips with single-action labels are used for finetun-
ing. Our finetuned ResNet-50 achieves 86.21% accuracy
on the single-action test set. We then apply the well-trained
ResNet-50 with Grad-CAM++ to generate actor class acti-
vation maps. We use SLIC [1] to generate the initial pseudo-
annotation and then apply the binarized class-activated map
with a threshold of 0.5 to select appropriate regions with
objects. It is worth noting that 3D action Grad-CAM++ is
not used, which distinguishes our method from the previous
method [8]. We achieve better performance using only the
2D image-level classification model, thanks to our proposed
contrastive relations.

Training and Inference. We choose DeepLab [10] as
the backbone of actor branch and I3D [5] pretrained on
Kinetics-400 [32] as the backbone of action branch. While
training, the inputs to the network are patches of 224 x 224
randomly cropped from images/videos. We set the learning
rate to 8 x 10~% with a poly learning rate policy of power
0.9 as suggested in [ 1 0] and train the model for 40,000 itera-
tions. We adopt SGD as our optimizer with a momentum of
0.9, weight decay of 5 x 104, and batch size of 10 frames.
Corresponding to each input image to the actor branch, the
video clip is input to the action branch to generate motion
cues. The spherical Kmeans clustering iteration is 10 for
each sample. During testing, we input the full-resolution
frame to the model to generate full-size segmentation maps.
The motion sequence is selected around the testing frames
for accurate action representation. We also adopt a simple
action alignment post-processing to unify the action label
for the same actor where we assign the action label with the
maximum votes to the actor of interest, as in [8, 48].

Figure 7. Results of our VSCR and state-of-the-art method [8].

4.3. Comparisons with State-of-the-Art Methods

We first show qualitative results under different scenarios
in Figure 6. In addition to segmentation, we also show the
edge segmentation and attention maps. It is clear that some
edge segmentations preserve part of the interested objects
(Figure 6(a, ¢)). This first verifies the effectiveness of using
edge segmentation as our supervision and also proves that
our trained model can correctly segment the objects under
different scenarios. The attention maps show that our model
can identify the interested regions to be segmented.

We then compare our weakly-supervised VSCR with
the state-of-the-art fully- and weakly-supervised methods
on the VAAS task, as shown in Table 1. It is worth not-
ing that we achieve about 80% performance of the best
fully-supervised model [29], compared to the best weakly-
supervised method [8]. This also certifies the effective-
ness of the motion cues, which the previous best weakly-
supervised method fails to incorporate since they only use
RGB frames as inputs, as well as our other proposed tech-
niques, i.e., contrastive relations and learning with unla-
beled samples. In addition, we also compare with only
two existing weakly-supervised methods [8, 56] as we are
aware. For fair comparisons, following the evaluation met-
ric used by them, we report our performance of the metrics
in Table 2. It is clear that our model outperforms the cur-
rent state-of-the-art weakly-supervised methods in terms of
both class-accuracy and global-accuracy. We present qual-
itative comparisons in Figure 7. Compared to the baseline
method, our generated segmentations exhibit better capture
of the content with some fine-grained details as in the first
sample. Our model accurately captures the overall shapes of
different actors even when the actors are small in the context
of the image size, e.g., the adult climbing case. Overall, the
actor-action segmentations generated by our VSCR model
verify its effectiveness.

4.4. Ablation Study

Here, we conduct comprehensive experiments on those
elements and analyze the results for each building block.
In total, we derive five variants of our VSCR, i.e., (i) w/o
edge segmentation denotes the variant model trained with-
out edge segmentation generated by [3,52]; (ii) w/o seman-
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GT ‘w/o motion w/o tag w/o edge VSCR

Figure 8. Qualitative results for model ablations in frames.

Model mlou (Actor-Action)
w/o Edge Segmentation 28.2
w/o Semantic Tag 274
w/o Motion Cue 27.2
w/o Unlabeled Sample 28.1
VSCR (Ours) 29.6

Table 3. Ablation study on the usage of contrastive relations,
motion cues, and unlabeled samples. Pseudo-labels provide
the basic classification information which is required for the least
functionality of VSCR so that they are included in all ablations.

tic tag as a variant without the supervision of semantic tags;
(iii) w/o motion cue denotes that we only use RGB frames
to train our model instead of using both frames and video
sequence; (iv) w/o unlabeled samples represents the vari-
ant model that excludes unlabeled samples from training.
(v) VSCR is the model with all our proposed modules.
Table 3 shows the ablation results in the model vari-
ants. Overall, the drop of motion cues mainly degrades
the most performance of the proposed model. This perfor-
mance falloff in turn verifies the necessity of including mo-
tion cues to learn a segmenter for joint actor-action segmen-
tation. Besides, embedding motion cues into the model can
be viewed as training an auxiliary classification subnetwork
under the supervision of semantic action tags. This is also
reflected by the performance when the semantic tags are re-
moved from training, assuring the significance of high-level
semantic guidance for training the model. Despite the per-
formance degeneration, we can still observe the variants of
our model outperform the current state-of-the-art method,
which certifies the efficacy of our proposed model. We also
show qualitative comparisons in Figure 8 of segmentation in
a framed manner, confirming the contribution of each mod-
ule. The model w/o Unlabeled sample is not included due to
its similar performance to the model w/o edge segmenation.
To sum up, each designed module contributes to the sig-
nificant improvement of the proposed model, proving their
effectiveness on the task of VAAS. To further study the ro-
bustness of the model, we conduct an empirical study on the
concentration and loss weight hyper-parameters used in our
proposed unified learning objective when training the pro-
posed network. The empirical results are shown in Table 4.
In addition to the ablation study on model variants and
hyper-parameters, we also design an ablative experiment on
the influence of the number of pseudo-labeled samples used
during the training phase. The results are shown in Table 5.
It is worth noting that we turn the rest of the unused pseudo-
labeled samples into unlabeled samples, i.e., the pseudo-

ke ke ki | mlou Q. Qe oy ‘ mlou
4 8 4| 287 0.1 0.1 0.1 29.0
4 8 8| 28.6 0.1 03 03] 29.1
6 16 4 | 290 03 0.1 0.1] 29.2
6 16 8 | 29.6 03 03 0.1] 29.6
8 20 4 | 292 03 03 03] 29.2
8 20 8 | 2838 05 03 0.1] 290

(a) Concentration ablation. (b) Loss weights ablation.
Table 4. Ablation study on concentration and loss weight pa-
rameters used in our unified objective for training.

# Frames ‘ Ratio ‘ mlou (Actor-Action)

7,968 25% 274
15,936 50% 28.2
23,904 75% 29.6
31,872 100% 29.5

Table 5. Ablation study on the portion of the pseudo-labeled
samples (CAM pseudo-annotations) used in training. When
the ratio equals 100%, it means that we use all pseudo-labeled
samples (single-action videos) for training purposes. Note that the
samples are uniformly drawn for each video sequence to maintain
the actor-action diversity.

annotations of those unused samples are not used for train-
ing while their edge segmentations and semantic tags super-
vise them. The flexibility of this strategy is enabled by our
proposed novel objective loss function Eq. (4). The results
of this ablative study show that we can still train a reason-
able segmentation model with fewer labeled samples, which
is important to address the problem of annotation scarcity.

5. Conclusion

This paper introduces a novel weakly-supervised frame-
work, termed VSCR, designed to address the challeng-
ing problem of video actor-action segmentation. Our pri-
mary objective is to develop a segmentation model that
achieves both visual plausibility and semantic consistency.
The crux of our approach lies in extracting richer super-
vision signals from raw frames, breaking away from the
conventional synthesize-refine pipeline seen in prior meth-
ods. We introduce a variety of contrastive relations that can
be formulated into an optimized objective, thereby guid-
ing the model towards generating enhanced segmentations
within the context of VAAS. Moreover, we introduce two
pivotal techniques: learning with motion cues to improve
the model’s ability to distinguish actions and incorporat-
ing unlabeled samples to transfer supervisory signals from
pseudo-labeled samples to unlabeled ones. Our extensive
evaluations demonstrate the effectiveness of our proposed
approach, both qualitatively and quantitatively. Compared
to existing methods, our framework significantly enhances
the segmentation model’s performance, establishing a new
state-of-the-art for the weakly-supervised VAAS task.
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