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Abstract

Skiing is a popular winter sport discipline with a long
history of competitive events. In this domain, computer vi-
sion has the potential to enhance the understanding of ath-
letes’ performance, but its application lags behind other
sports due to limited studies and datasets. This paper makes
a step forward in filling such gaps. A thorough investiga-
tion is performed on the task of skier tracking in a video
capturing his/her complete performance. Obtaining con-
tinuous and accurate skier localization is preemptive for
further higher-level performance analyses. To enable the
study, the largest and most annotated dataset for computer
vision in skiing, SkiTB, is introduced. Several visual object
tracking algorithms, including both established methodolo-
gies and a newly introduced skier-optimized baseline al-
gorithm, are tested using the dataset. The results provide
valuable insights into the applicability of different tracking
methods for vision-based skiing analysis. SkiTB, code, and
results are available at https://machinelearning.
uniud.it/datasets/skitb.

1. Introduction

Skiing is a globally recognized and highly popular win-
ter sport discipline [74], with a long history of competitive
events dating back to the 1840s [15]. It has been a sig-
nificant part of the Winter Olympic Games since their in-
ception in 1924 [15]. Today, skiing comprehends various
disciplines such as alpine skiing, ski jumping, and freestyle
skiing. [70]. Their competitive form holds a prominent po-
sition within the winter sports industry, generating over 1.7
billion media views during a winter season [16–18].

Applying data-driven analytics to the skiing performance
can improve the technical ability and physical well-being
of athletes and augment the educational value and enter-
tainment of broadcasting recordings of professional com-
petitions, overall resulting in more impressive, safe, and
engaging competitions. In such applications, computer vi-
sion offers promising opportunities for capturing and an-
alyzing skiing performances without relying on wearable
sensors. However, the use of computer vision in skiing
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Figure 1. Tracking a skier from the top to the bottom of the
course. This paper focuses on applying visual object tracking al-
gorithms to localize a skier per-frame (e.g. with bounding-boxes
□) in a video capturing his/her complete performance. Due to the
large spatial extent of skiing courses, multiple cameras (typically
pan-tilt-zoom) are placed sequentially along the slope to capture
the whole performance and multi-camera tracking is required for
high-level performance analysis.

has been limited compared to other sports such as soc-
cer [13, 33, 40, 72, 73, 75], basketball [2, 4, 11, 50, 65], or
ice-hockey [45, 62, 63, 76, 77].

Previous research in this domain has primarily focused
on reconstructing skiers’ poses in 2D or 3D [1, 52] and un-
derstanding the style of ski jumps [78, 80]. A crucial step
in all these approaches involves localizing the skier within
the video frames, as this is essential for the subsequent
higher-level computational analysis. The methods usually
rely on off-the-shelf or fine-tuned object detection models
[51,66,67] without utilizing the temporal information avail-
able in the athlete’s performance evolution. Additionally,
the limited and sparsely labeled datasets used in previous
studies represent a significant obstacle to the widespread de-
velopment and applicability of computer vision algorithms
in skiing. Skiing videos present several unique challenges
characterized by exercises performed with unique body-
equipment relations, at high speed, and on a continuously
changing playing field subject to extreme outdoor winter
weather conditions. All of these raise important questions
regarding their influence on image-based systems, and ad-
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dressing them in a systematic and extensive manner could
have implications even for the computer vision community
as a whole, as evidenced by recent activities.1

This paper focuses on the study of tracking a skier in
monocular broadcasting videos of professional skiing com-
petitions. A new visual tracking dataset named SkiTB
(“Skiers from the Top to the Bottom”) is introduced to ad-
dress the lack of appropriate benchmarks. It consists of 300
video recordings across the most challenging skiing disci-
plines. The videos cover the skiers’ complete performance,
from the top to the bottom of the course, as exemplified by
Figure 1. Considering the large spatial extent of courses on
mountain slopes, multiple cameras are placed in sequential
order along the slope to capture the complete skiing per-
formance in such videos. Each video is densely labeled
with the bounding-boxes of a single target skier, and with
attributes identifying the camera ID, the visual changes that
the skier undergoes, the type of skiing discipline, the athlete
ID, the location of the competition, the weather conditions,
as well as the parameters of the skiing performance. SkiTB
offers multiple training and test splits, making it suitable for
developing learning-based computer vision algorithms. We
use this benchmark to extensively evaluate different track-
ing algorithms, including established methodologies and a
newly introduced skier-optimized baseline algorithm. Stan-
dard protocols and metrics are adapted and utilized to eval-
uate the specific challenges of video tracking in skiing. The
impact of these tracking algorithms on higher-level skiing
performance understanding tasks is also investigated.

In sum, the contributions of this paper are:

• A systematic and in-depth analysis of skier tracking
in videos, which has not been thoroughly studied in
previous works.

• The description and release of SkiTB a novel bench-
mark dataset curated specifically for evaluating com-
puter vision-based systems in skiing. The dataset is
designed to be diverse, representative, and densely la-
beled.

• STARKSKI, a baseline algorithm optimized for skier
tracking in multi-camera videos.

2. Related Work
Visual Object Tracking. In the recent past, there has
been increasing interest in developing precise and robust
single object tracking (SOT) algorithms for various do-
mains. Early trackers utilized mean shift algorithms [14],
key-point [55], part-based techniques [10], or SVM learn-
ing [36]. Correlation filters gained popularity due to their
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fast processing [7, 39]. More recently, deep learning-
based solutions, including regression networks [26, 38],
online tracking-by-detection methods [61], reinforcement
learning-based methods [25,85], deep discriminative corre-
lation filters [6,21], siamese network-based trackers [3,49],
and transformers [19,57,82,84], led to higher tracking accu-
racy. Long-term trackers and methods combining multiple
trackers have been also explored [27, 43, 83].

Such a progress in SOT algorithms is attributed to well-
curated evaluation datasets featuring diverse object types
[46–48, 81] and large-scale datasets for visual object track-
ing in generic domains [30, 42, 60]. Application-centric
benchmarks exist for specific domains such as drones [59],
high frame-rate videos [34], transparent objects [31], and
egocentric videos [24]. These benchmarks contribute to the
development of accurate and reliable tracking systems in
specific application scenarios.

The aforementioned datasets [30, 42, 46, 60, 81] lack a
sufficient representation of skiing, hindering the develop-
ment of effective trackers in this domain. To overcome
this limitation, we introduce SkiTB as a comprehensive and
well-curated benchmark for evaluating trackers on skiing
regardless of their methodology. The dataset covers the
unique aspects of the skiing domain, including fast human
motion, extreme weather conditions, and distractor objects.
We believe that SkiTB can also benefit the development of
generic tracking methodologies.

Applications of Computer Vision to Skiing. Recent ad-
vancements in computer vision [9, 37, 67] have enabled
vision-based applications in skiing performance analysis.
For example, [86] proposed object detection and human
pose estimation algorithms to recognize falls of alpine
skiers, while [87] discussed the combination of pose esti-
mation with kinematics models. [1] introduced a methodol-
ogy to reconstruct 3D poses from images captured by mul-
tiple cameras observing a single slope section. Ski jumping
analysis involved scoring the style of jumps using 2D hu-
man pose trajectories [78] and detecting key-points on the
human body and skis in still images using improved vision
transformer architectures [52, 53]. For freestyle skiing and
snowboarding, algorithms were developed to evaluate the
quality of jumps in monocular videos [80] and to synchro-
nize videos for comparing the timing and spatial extent of
aerial maneuvers [56].

The discussed pipelines present object detection [66,67]
or off-the-shelf visual tracking [80] for initial skier localiza-
tion, followed by subsequent modules for higher-level out-
put computation. The accuracy of skier localization greatly
affects the performance of the successive modules, but this
aspect has been overlooked by existing systems. Only lim-
ited evaluations on skier localization accuracy have been
conducted in previous works [64, 71]. These studies fo-
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Table 1. Comparison of SkiTB with publicly available skiing-related datasets. This table shows a comparison between some key
statistics of our SkiTB and of other datasets for computer vision tasks available in the skiing domain. As can be noticed, ours results in the
largest, most diverse, and most annotated dataset. (n/a stands for “not annotated”.)

Dataset Skimovie [71] Ski2DPose [1] SkiPosePTZ [1, 68] YouTube Skijump [53] SkiTB

Skiing application Detection 2D Pose Estimation 3D Pose Estimation 2D Pose Estimation Tracking
Per-frame annotations ✓ (12.5 FPS) n/a n/a n/a ✓ (30 FPS)
Complete performance ✓ n/a n/a n/a ✓
Performance parameters n/a n/a n/a n/a ✓
Weather annotations n/a n/a n/a n/a ✓
# multi-camera videos n/a n/a n/a n/a 300
# single-camera videos 4 n/a 36 n/a 2019
# annotated frames 2718 1982 20K 2867 352978
# skiing disciplines 1 (AL) 1 (AL) 1 (AL) 1 (JP) 3 (AL, JP, FS)
# sub-disciplines 1 4 1 2 11
# athletes n/a 32 6 118 196
# locations 6 5 1 7 161

cused on a small number of videos and lacked analysis of
the challenging characteristics of the skiing domain. In con-
trast, this paper presents a systematic and comprehensive
analysis of skier tracking on a large scale, involving 300
videos and 353K frames. Multi-camera videos capturing
professional athletes from various skiing disciplines were
used, considering real competition conditions with differ-
ent courses, skiing styles, distracting skiers, and challeng-
ing weather. A comparison between the proposed SkiTB
and publicly available computer vision datasets for skiing
applications is presented in Table 1.

3. Problem Formulation

This paper focuses on the per-frame localization of a spe-
cific skier in a video stream capturing his/her complete per-
formance on a skiing course, from the top of the latter to its
bottom. The video stream is a sequence V =

{
Ft ∈ I

}T

t=0
of frames Ft, where I represents the space of RGB images
and T is the total number of frames. The bounding-box
bt = [xt, yt, wt, ht] ⊆ R4 defines the skier’s position and
size in each frame, and the objective is to develop a visual
tracking algorithm – also referred to as tracker – to predict
the bounding-box bt with a confidence value 0 ≤ ct ≤ 1,
for 0 < t ≤ T , in an online fashion. The initial bound-
ing box b0 can be generated by an object detection algo-
rithm [66, 67] or manually annotated by a human operator.
Skiing competitions involve courses spanning several hun-
dred meters if not kilometers, requiring multiple cameras to
be placed sequentially along the slope to capture the skier’s
entire performance. Thus, V consists of frames grabbed
by several different cameras and concatenated into a sin-
gle stream showing a complete performance. Considering
that skiing is an individual sport, our problem of interest
constitutes an application case of single long-term object
tracking [46, 54], specifically of the global instance varia-
tion [41] which aims to continuously localize a target ob-
ject over an extended period, even across camera shot-cuts.

Figure 1 presents a visualization of such a setting for the
case of alpine skiing. We assume that manual camera con-
trol and camera switching occur, as it is done for real-time
broadcasting transmission. Our paper focuses on the prob-
lem of per-frame skier localization and does not cover the
broader task of tracking a skier across a network of auto-
matically controlled cameras. We believe that our findings
can contribute to the development of such technology, since
to control cameras the athlete must be first localized in the
frames of the video stream.

4. The SkiTB Dataset
The SkiTB dataset provides a comprehensive spatio-

temporal video representation and annotation of profes-
sional skiing performance under the settings described in
Section 3. SkiTB comes with dense annotations for track-
ing purposes, but it is designed to serve as a well-curated
benchmark for subsequent higher-level skiing performance
understanding tasks. Particularly, we adhere to the follow-
ing design principles:2

• Scale: we ensured that SkiTB would contain a signif-
icant number of videos and frames to facilitate the de-
velopment of modern computer vision solutions based
on deep learning.

• Diversity: we included a wide range of situations, such
as different skiing disciplines, athletes, skiing styles,
courses and locations, to enable the testing and gener-
alization of methods under various application condi-
tions.

• Representativeness: we designed SkiTB to represent
real competition scenarios of professional athletes,
which enables the development of algorithms capable
of working in real-world situations.

2Further details are given in Appendix A of the supp. document.
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Table 2. Key statistics of SkiTB. The following table offers over-
all and per-skiing discipline information about the videos and the
associated data present in the proposed dataset.

Skiing Discipline AL JP FS All

# MC videos 100 100 100 300
# SC videos 1100 346 573 2019
# frames 215517 38201 99260 352978
# cameras (min, avg, max) (6, 11, 26) (2, 3, 5) (1, 6, 15) (1, 7, 26)
avg MC video seconds 71 13 33 39
avg SC video seconds 6.5 3.6 5.7 5.8
# sub-disciplines 4 2 5 11
# athletes 56 54 86 196
# athlete genders (M, W) (34, 22) (35, 19) (49, 37) (118, 78)
# athlete nationalities 15 10 18 25
# courses 68 34 59 161
# courses countries 15 12 17 24

The challenge represented by SkiTB arises from the
complex and dynamic nature of skiing and its environment,
where an athlete’s visual appearance and motion are influ-
enced by highly variable factors such as: complex body
movements due to high speed, course settings, aerial exe-
cution, impact absorption; particular image characteristics
due to meteorological conditions (e.g., snowing, raining,
and intense shadowing) and camera operations (e.g., cam-
era switching, fast camera movements, long-range captur-
ing). From a more general point of view, SkiTB can serve
as a valuable resource for research in multi-camera target
tracking under extremely dynamic outdoor environments.

Video Collection. The videos in SkiTB were carefully se-
lected from broadcasting recordings showcasing complete
skiing performances available on the Internet. Our selec-
tion process aimed to maximize diversity in terms of ath-
letes, locations, courses, and weather conditions, while en-
suring a balanced distribution across three major skiing dis-
ciplines defined by the International Ski and Snowboard
Federation (FIS) [70]: alpine skiing (AL), ski jumping (JP),
and freestyle skiing (FS). These disciplines were chosen
based on their popularity and the challenging representa-
tions they provide in videos. Existing datasets [1,53,71] did
not encompass all the desired characteristics, necessitating
the creation of a new video collection. The videos have a
framerate of 25/30 FPS and resolutions ranging from 360p
to 720p. More detailed statistics are in Table 2.

Frame-level Annotations. Each of the frames belonging
to the 300 multi-camera (MC) videos has been manually la-
beled with the bounding-box enclosing the visual appear-
ance of the athlete and its equipment (skis, and poles if
present), as shown in Figure 2. The sequence of boxes for
each video starts with a frame capturing at least 50% of the
skier’s appearance shortly before the descent begins, and it
ends on a frame capturing the skier after completing their
performance. Each box is labeled to indicate whether the
skier is visible or occluded (i.e., when approximately more
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Figure 2. Frame and bounding-box samples from SkiTB. We
showcase examples of video frames from our dataset for the differ-
ent disciplines: alpine skiing (AL), ski jumping (JP), and freestyle
skiing (FS). Each frame is accompanied by a manually annotated
bounding-box. A blue rectangle (□) localizes the skier’s appear-
ance as visible, while a black rectangle (□) as occluded. The cam-
era that captured the frame and the elapsed time in seconds from
the beginning of the performance are also reported.

than 50% of the skier’s visual appearance is hidden). The
dataset includes instances of complete occlusions, such as
when the skier passes behind snow ramps in FS. In such
cases, boxes are drawn to localize the skier in likely posi-
tions based on the observed motion. On average, complete
occlusions last for 15 frames. The motivation for employ-
ing bounding-boxes as target representations stems from
the requirement, by higher-level performance understand-
ing modules (e.g. 2D or 3D pose detectors [1, 53, 78]), of a
rectangle-shaped localization to extract athlete-specific vi-
sual information. In this view, bounding-boxes offer a sim-
pler yet sufficiently informative representation that provides
the position and the size of the athlete’s appearance in the
frames. Each frame is also labeled with the index of the
camera that captured it. The camera order for each video
was manually determined by assessing the order of video
shot-cuts. This enumeration reflects the sequence in which
the cameras were positioned along the slope.

Video-level and Clip-level Annotations. To enable in-
depth analysis, we have associated labels with both the MC
videos and the single-camera (SC) clips, which are sub-
sequences of frames captured by the same camera. Each
MC video is labeled with the following information: the
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discipline (AL, JP, FS); the specific skiing sub-discipline;
the visible weather condition; athlete ID (including name
and surname) and nationality; the date, location, and coun-
try of the competition. It’s worth noting that each MC video
is also annotated with the athlete’s performance results in
computable form, even though these labels are not specifi-
cally utilized in this work. Following the established prac-
tice of visual object tracking benchmarks [24,30,46,59,81],
each SC clip is associated with labels (CM, SC, BC, ARC,
IV, POC, MB, FM, FOC, LR) that express the visual vari-
ability of the target skier, reinterpreted to suit the applica-
tion domain. All of these labels can be utilized for video
clustering, enabling experimental results to be conditioned
on different characteristics of the domain.

Training-Test Splits. To enable training and evaluation
of machine learning-based trackers, the MC videos are di-
vided into training and test sets, following three different
split conditions each with a 60-40 ratio. The first split fol-
lows a conventional deployment approach, where models
are trained on past data and tested on newer data. This split
is based on the dates associated with the videos. The second
split focuses on evaluating the models’ generalization abil-
ity to unseen athletes. It involves creating separate training
and test sets based on disjoint athlete IDs. The third split
assesses the models’ generalization to new skiing courses.
In this case, dedicated disjoint partitions are formed using
the location data associated with each video.

Data Quality. The video selection and annotation process
was meticulously carried out by our research team, consist-
ing of an MSc student, a post-doc researcher, and two pro-
fessors. All annotators had research experience in visual ob-
ject tracking and in watching skiing competitions on TV. To
ensure additional accuracy, we sought application-specific
guidance from two professional alpine skiing coaches and
a FIS-licensed ski jumping judge. We utilized the CVAT
tool [69] for drawing and validating the bounding-boxes.
The metadata associated with the videos, including perfor-
mance parameters and weather conditions, was obtained
from the publicly available FIS database [70].

5. Trackers
Trackers for Generic Objects. In our evaluation, we
considered a range of state-of-the-art methods designed
for tracking arbitrary objects, including long-term trackers
specifically designed for addressing abrupt target changes
and occlusions [54], as in our application of interest. The
trackers falling in this category include SPLT [83], Global-
Track [43], LTMU [20], KeepTrack [58], STARK [82], and
CoCoLoT [27, 28]. In addition, we included the short-term
trackers [54] MOSSE [7], KCF [39], and SiamRPN++ [49]

for their general popularity, and MixFormer [19], OSTrack
[84], FEAR [8], and SeqTrack [12] for their very recent
demonstration of high accuracy. Although these methods
were not explicitly designed for long-term tracking tasks,
some of them have shown promising performance in similar
conditions [30] and could be even suitable for skier local-
ization in SC tracking tasks.

Skier-specific Trackers. We also assessed the perfor-
mance of baseline trackers specifically designed for skier
tracking. The YOLO-SORT tracker adopts a tracking-by-
detection approach utilizing an YOLOX instance [35, 44]
(fine-tuned on SkiTB’s training set) and the SORT [5]
algorithm to detect and associate boxes across consecu-
tive frames. STARKFT instead implements an instance of
STARK (STARK-ST50) [82] fine-tuned on SkiTB using the
original hyper-parameter values.

STARKSKI. Furthermore, we introduce a new tracker,
called STARKSKI, which consists of two instances of
STARKFT. The first instance serves as a precise skier
tracker during periods of target visibility, typically within
an SC clip where skier and camera move smoothly. The
second instance acts as a skier re-detector, activated when
the confidence ct of the first instance is low, often occurring
after camera shot-cut or target occlusion. The first instance
uses a smaller factor (3.0 instead of 5.0) to compute a search
area with higher resolution that includes more information
of the target’s visual appearance, resulting in more accurate
bounding-box predictions. The second instance re-locates
the target whenever the confidence of the first instance drops
below 0.5. It uses the standard search area factor (5.0) to
find the skier in a larger frame area centered at the posi-
tion predicted by the first instance. Pseudo-code and further
details are given in Appendix B of the supp. document.

6. Evaluation
6.1. Tracking Accuracy

Evaluation Protocol. We utilized the one-pass evaluation
(OPE) protocol [81] to run trackers for performance assess-
ment. This protocol closely simulates tracking implemen-
tation in real application conditions. It involves initializing
the tracker with a target bounding-box in the first frame and
running it on subsequent frames until the end of the video.
In our case, this means initializing the tracker at the be-
ginning of the skier’s performance and running it until the
end. By default, our experiments were conducted using the
ground-truth bounding-box for initialization, thus provid-
ing the best possible evaluation conditions for the trackers.
By considering practical deployment scenarios where au-
tomatic athlete localization is required (such as real-time
analysis during broadcasting), we also tested the trackers
by initialization with the box predicted by the YOLOX de-
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Table 3. Overall and per-discipline results in the multi-camera (MC) tracking setting. The F-Score ↑, Pr ↑, and Re ↑ scores are
presented for each studied algorithm. In general, we observe that ski jumping (JP) is the discipline in which trackers perform better,
followed by alpine skiing (AL). Freestyle skiing (FS) offers the most challenging situations.
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Figure 3. Qualitative tracking performance. This figure shows
bounding-box samples predicted by the top four trackers for
frames of SkiTB’s test set. STARKFT and STARKSKI exhibit high
precision in localizing both the skier’s body and equipment.

tector [44, 66] trained on SkiTB’s training set. If not speci-
fied otherwise, in the experiments all the trackers were exe-
cuted on the date-based test-set, with skier-specific trackers
trained on the corresponding training set.

Performance Measures. To quantify the trackers’ perfor-
mance, we utilized standard measures for long-term track-
ing evaluations [54]: Precision (Pr ↑), Recall (Re ↑), and
F-Score (F-Score ↑). In simple terms, Pr ↑ measures the
average number of confidently tracked ground-truth boxes,
considering different Intersection-over-Union (IoU) thresh-
olds to determine correct predictions. Re ↑ measures the
same number, regardless of the tracker’s confidence. F-
Score ↑ combines Pr ↑ and Re ↑ into a single aggregated
score. We use the Generalized Robustness Score (GSR
↑) [23,24] to quantify the extent of consecutive frames suc-
cessfully tracked before losing the target. Such an event oc-
curs whenever the tracker does not resume correct tracking

STARK YOLO-SORT STARKFT STARKSKI
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Figure 4. Fraction of consistent skier tracking starting from
the top. This plot depicts the average fraction of consecutive
frames in which the target skier is accurately localized before los-
ing track, measured as the GSR score [24]. Various time thresholds
in seconds are employed to assess the trackers’ ability to recover
from failures over time [47].

after some time. Additionally, we evaluate the efficiency of
trackers by Delay ↓ which measures the time in seconds that
has to be waited to obtain the skier’s localization after the
athlete’s performance state is observed in each frame.

6.2. Tracking Impact

Skier localization plays a crucial role in high-level ski-
ing performance analysis pipelines [1,52,78,80]. To assess
the impact of trackers in this context, we considered the 2D
body and equipment pose estimation task [1, 53]. We fo-
cused on the AL and JP disciplines utilizing the Ski2DPose
dataset [1] and the YouTube Skijump dataset [53] respec-
tively. These datasets provide sparse 2D key-point anno-
tations for specific frames within a skiing video. We ex-
tracted tracking sequences referring to the same skier based
on these annotations, and used a tracker to locate the skier
in all the frames between the first and last occurrence of
the annotations. The predicted boxes from the tracker were
then used by a fine-tuned AlphaPose instance [32] to es-
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Table 4. Detector-based initialization. The F-Score ↑ of different
trackers is compared in terms of a ground-truth-based (left of →)
and detection-based initialization (right of →).

Tracker AL JP FS All

STARK 0.552 → 0.544 0.603 → 0.590 0.596 → 0.497 0.584 → 0.544
YOLO-SORT 0.798 → 0.798 0.818 → 0.818 0.603 → 0.588 0.740 → 0.735
STARKFT 0.853 → 0.850 0.880 → 0.879 0.721 → 0.698 0.818 → 0.809
STARKSKI 0.868 → 0.870 0.896 → 0.897 0.742 → 0.696 0.835 → 0.821

STARK YOLO-SORT STARKFT STARKSKI
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Figure 5. Waiting time to obtain skier localizations. The plot
illustrates at various fractions of an MC sequence the average time
that has to be waited to get the bounding-boxes from the trackers.
YOLO-SORT demonstrates the highest efficiency, with minimal
delay compared to the actual happening of the skiing performance.

timate 2D poses. We compared the predicted poses with
the ground-truth annotations using the Percentage of Cor-
rect Key-points (PCK ↑) and the Mean Per Joint Position
Error (MPJPE ↓) [1]. We also employed the metrics dis-
cussed in Section 6.1 to compare the tracker’s predictions
with the boxes extracted from the ground-truth key-point
coordinates. This analysis allowed us to correlate the track-
ing and pose estimation accuracies.

7. Results

General Remarks. Table 3 presents the tracking perfor-
mance of the selected trackers on the date-based test set of
SkiTB. Among generic object trackers, STARK results the
best. Its performance is comparable to the one achieved on
traditional long-term benchmark datasets [30, 48]. These
results indicate that generic object trackers struggle to gen-
eralize to the application settings represented by SkiTB.
on the other hand, skier-specific trackers perform signifi-
cantly better, with STARKFT improving STARK’s F-Score
↑ by 40%. In this score, STARKSKI achieves an addi-
tional 2% increase over STARKFT. Comparing these find-
ings with the results obtained for the SC setting (available
in Table 9 of Appendix D), we observe that camera shot-
cuts introduce challenges that adversely affect tracking per-
formance. Figure 3 visually illustrates the tracking accu-
racy of the top methods STARK, YOLO-SORT, STARKFT,
STARKSKI. Overall, we can state that skier-specific track-
ers show promising performance for the application in real-
world, especially in videos acquired by the same camera.

STARK YOLO-SORT STARKFT STARKSKI Avg
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Figure 6. Tracking performance based on visual attributes.
This plot reports the F-Score ↑ for the different attributes used
to characterize the single-camera (SC) clips. We observe that the
low resolution (LR), the full occlusion (FOC), and the fast motion
(FM) of skiers are the most difficult situations to address.
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Figure 7. Impact of the weather conditions on tracking. This
plot displays the F-Score ↑ based on the weather conditions (harsh,
sunny, cloudy) characterizing the SC clips. In general, the tracking
accuracy is not influenced by different weather conditions.

Table 5. Tracking after different training conditions. The ta-
ble reports STARKFT’s F-Score ↑ under different generalization
conditions. Generalizing to unseen athletes is more challenging
compared to unseen courses or newer skiing performances.

Generalization Condition AL JP FS All

New performances 0.853 0.880 0.721 0.818
Unseen athletes 0.854 0.890 0.682 0.809
Unseen courses 0.861 0.917 0.808 0.862

In-depth Analysis. In this section, we present a deeper
analysis of the application domain on the four most accurate
methods presented in Table 3.

JP receives the best tracking performance among the ski-
ing disciplines, followed by AL, while FS presents more
challenges. This may be attributed to the complex poses
athletes perform in such a discipline, and to the presence of
other skiers in the videos as occurs in the sub-disciplines of
ski cross and dual moguls.

Figure 4 displays the proportion (as GSR ↑ scores) of
the skiing performance that the trackers are able to consis-
tently cover before losing track of the target skier. Overall,
STARKSKI demonstrates the most promising performance.
With a recovery time of 1 second or longer, fractions scores
exceed 80%. However, shorter recovery time thresholds re-
sult in shorter coverages. With a threshold of 1 frame (i.e.,
0.03s), STARKSKI achieves successful continuous tracking
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Table 6. Impact of trackers on high-level skiing performance understanding tasks. We report the impact of the top trackers’ predictions
in the task of 2D body and equipment pose estimation for the alpine skiing (AL) and ski jumping (JP) disciplines. As can be expected,
more accurate trackers lead to a more accurate pose prediction in general. (GT boxes were extracted from the annotated pose key-points).

Discipline Dataset Task Metric STARK YOLO-SORT STARKFT STARKSKI GT box

AL Ski2DPose Tracking F-Score ↑ 0.751 0.830 0.848 0.849 -
Pose Estimation PCK ↑ / MPJPE ↓ 0.573 / 0.059 0.685 / 0.034 0.694 / 0.033 0.686 / 0.033 0.682 / 0.036

JP YouTube Skijump Tracking F-Score ↑ 0.670 0.748 0.768 0.775 -
Pose Estimation PCK ↑ / MPJPE ↓ 0.516 / 0.029 0.598 / 0.026 0.574 / 0.023 0.596 / 0.026 0.571 / 0.026

for around the first 40% of the athlete’s performance.
Table 4 presents the impact, as reflected in the change

in F-Score ↑, of using the YOLOX detector [35, 44] to ini-
tialize the tracker. It is observed that the generic STARK
is more sensitive to initialization noise. Conversely, skier-
specific methods exhibit greater robustness to such initial-
ization, with STARKSKI maintaining good scores in gen-
eral. Notably, the detection initialization has a more signif-
icant effect on the FS discipline, likely due to the initializa-
tion to a wrong skier in multi-athlete sub-disciplines.

In terms of running speed, Figure 5 analyzes the time
taken by trackers to provide skier localization at different
fractions of the observed skiing performance. YOLO-SORT
gives the best efficiency, offering minimal delay compared
to the unfolding of the skiing performance. STARKSKI is
the least efficient tracker, it accumulates delay while pro-
cessing all the video frames and finally provides the last
localization of the skier over 15 seconds after his/her per-
formance has ended.

By analyzing the F-Score ↑ per the visual attributes char-
acterizing the SC clips, as reported by Figure 6, we notice
that the small size (LR), the full occlusion (FOC), and the
fast motion (FM) of skiers are the conditions that determine
a performance drop. On the other hand, the camera motion
(CM), the scale change (SC), and the background clutter
(BC) consist in situations better addressed by the trackers.

Figure 7 shows that trackers work generally at the same
accuracy level under different weather conditions. These
results demonstrate that such methodologies can be used re-
liably under challenging image conditions.

Table 5 presents the performance of STARKFT trained on
different splits representing various real-world usage condi-
tions. The results indicate that generalizing to unseen ath-
letes is the most challenging application case. Generalizing
to skiing performances occurring after the training ones also
proves to be a demanding application condition. Unseen
courses instead pose fewer difficulties for generalization.

Finally, Table 6 presents the impact of the trackers on
the 2D skier pose estimation tasks described in Section
6.2. Generally, we observe that employing skier-specific
trackers improves the skier tracking results as well as the
pose estimation results. For AL on Ski2DPose, STARKSKI

and STARKFT have nearly the same impact on AlphaPose,

while STARKSKI and YOLO-SORT have comparable im-
pact in JP as represented by the YouTube Skijump dataset.
Across disciplines, STARKSKI results the best generalizing
tracker by tracking and impact scores. Overall, these results
show that the trackers’ performances on SkiTB reflect the
impact on high-level skiing understanding tasks. It is worth
mentioning that these results are obtained with the limited
annotations present in the respective small-scale datasets.
We hypothesize the relation with the SkiTB’s results to be-
come more evident on more densely-labeled datasets.

8. Conclusions

This paper presented a comprehensive study on track-
ing skiing athletes in monocular multi-camera broadcasting
videos. Through the evaluation of established and newly
introduced methodologies on the released dataset SkiTB,
the study revealed that fine-tuned application-specific deep
learning-based algorithms demonstrate consistent track-
ing performance and promising applicability throughout a
skier’s performance. These trackers exhibit robustness un-
der various conditions such as challenging weather, fast
camera motion, and background clutter, and they general-
ize well to new locations of application. However, the study
also identified certain limitations the prevent the methods
to be perfect. Challenges arise in maintaining a continuous
per-frame reference to the target skier across camera shot-
cuts, in accurately localizing the skier in the presence of dis-
tractors, small appearance, occlusion, and fast motion. Ad-
ditionally, the generalization to unseen athletes poses par-
ticular difficulties. Top-performance trackers should be also
improved in their efficiency. Future work will focus on ad-
dressing these limitations. Solutions may involve refining
skier-specific tracking methods, improving generalization,
and developing strategies to better integrate with high-level
skiing performance understanding modules.
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ject detection systems and video tracking in skiing videos. In
2021 International Conference on Content-Based Multime-
dia Indexing (CBMI), 2021. 2, 3, 4

[72] Jonas Theiner and Ralph Ewerth. Tvcalib: Camera calibra-
tion for sports field registration in soccer. In WACV, 2023.
1

[73] Jonas Theiner, Wolfgang Gritz, Eric Müller-Budack, Robert
Rein, Daniel Memmert, and Ralph Ewerth. Extraction of po-
sitional player data from broadcast soccer videos. In WACV,
2022. 1

[74] Laurent Vanat. 2022 International Report on Snow & Moun-
tain Tourism, 2022. 1

[75] Renaud Vandeghen, Anthony Cioppa, and Marc
Van Droogenbroeck. Semi-supervised training to im-
prove player and ball detection in soccer. In CVPRW, 2022.
1

[76] Kanav Vats, Mehrnaz Fani, David A. Clausi, and John Zelek.
Puck localization and multi-task event recognition in broad-
cast hockey videos. In CVPRW, 2021. 1

[77] Kanav Vats, William McNally, Pascale Walters, David A.
Clausi, and John S. Zelek. Ice hockey player identifica-
tion via transformers and weakly supervised learning. In
CVPRW, 2022. 1
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