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Abstract

Diffusion models are the current state-of-the-art in im-
age generation, synthesizing high-quality images by break-
ing down the generation process into many fine-grained de-
noising steps. Despite their good performance, diffusion
models are computationally expensive, requiring many neu-
ral function evaluations (NFEs). In this work, we propose
an anytime diffusion-based method that can generate viable
images when stopped at arbitrary times before completion.
Using existing pretrained diffusion models, we show that
the generation scheme can be recomposed as two nested
diffusion processes, enabling fast iterative refinement of a
generated image. In experiments on ImageNet and Stable
Diffusion-based text-to-image generation, we show, both
qualitatively and quantitatively, that our method’s interme-
diate generation quality greatly exceeds that of the original
diffusion model, while the final generation result remains
comparable. We illustrate the applicability of Nested Diffu-
sion in several settings, including for solving inverse prob-
lems, and for rapid text-based content creation by allowing
user intervention throughout the sampling process. 1

1. Introduction
Diffusion models (DMs) have emerged as a promising

class of generative models [17, 47, 51]. Having achieved
state-of-the-art capabilities in image generation, DMs have
also excelled at various tasks, such as inverse problem solv-
ing [6, 22, 24, 34, 49, 54], and image editing [4, 14, 25, 35].
DMs have also been successfully applied to a wide range of
domains, ranging from speech and audio [20, 27] to protein
structures [39, 45] and medical data [7, 23, 52].

The sampling process of modern DMs can be compu-
tationally expensive [33, 44, 48], due to the large networks
used and the iterative nature of the reverse diffusion process.
Despite the progress in acceleration of DMs [44, 48, 50],
many of the leading diffusion model-based applications re-
main prohibitively slow.

During sampling, the diffusion process creates interme-

diate image predictions as a byproduct, denoted as x̂0, at
various time steps. In theory, this allows for monitoring the
generation process and assessing the resulting images with-
out waiting for its completion. However, these predictions
do not align with the learned image manifold and often ex-
hibit a smooth or blurry appearance [24].

To address this issue, we propose Nested Diffusion, a
novel technique that leverages a pretrained DM to itera-
tively refine generated images, acting as an anytime gener-
ation algorithm. With Nested Diffusion, intermediate pre-
dictions of the final generated image are of better quality,
which allows users to observe the generated image during
the sampling process and to conclude the generation if the
intermediate yielded image is already satisfactory. Through
experiments, we observe that our Nested Diffusion shows
superior intermediate generation quality compared to the
original DM, while maintaining comparable final results.

Access to high quality intermediate predictions is ad-
vantageous in several DM-based applications beyond im-
age generation. Nested Diffusion’s anytime algorithm is
also beneficial in solving inverse problems, given the promi-
nence of DMs in this area. In scenarios where multiple out-
put images are generated, users can control the generation
process by selecting the most promising candidate and in-
fluencing the sampling process to prioritize their preferred
images. This valuable capability also enables interactive
online adjustments during the generation process.

We introduce Nested Diffusion, a novel anytime sam-
pling algorithm for DMs. We showcase the versatility of our
method through various applications, including conditional
image generation, and inverse problem solving. Addition-
ally, we highlight the ability of Nested Diffusion to enable
interactive content creation during the sampling process.

2. Preliminaries
2.1. Anytime Algorithms

Anytime algorithms [3, 13, 19, 58] are a class of meth-
ods that attempt to address real-world problems under re-

1Code available at https://github.com/noamelata/NestedDiffusion.
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Text: an image of a sailboat in a stormy sea

Figure 1. Results of intermediate predictions of Stable Diffusion from a diffusion process of 100 NFEs (top) and 80 NFEs (bottom).

source constraints, time limitations, or uncertain input in-
formation. Specifically, these algorithms generate progres-
sively improved solutions, which enable early interruption.
Unlike conventional algorithms that require completion for
a final solution, anytime algorithms offer users the flexi-
bility to obtain usable solutions at any stage of execution.
This adaptability proves highly valuable in time-sensitive
decision-making and iterative problem-solving scenarios.

2.2. Diffusion Models

Diffusion models (DMs) [17, 47, 51] are the state-of-
the-art generative models [10], relying on the capabili-
ties of deep neural networks (DNN) in removing Gaus-
sian noise. The forward diffusion process is defined as a
degradation of a data point x0 in a dataset D with accu-
mulated Gaussian noise through the process q(xt|xt−1) =
N (xt;

√
1− βtxt−1, βtI) defined over timesteps t =

1, . . . , T , where βt are the noise amplitudes. During train-
ing, the reverse diffusion process pθ(xt−1|xt) is learned by
maximizing the evidence lower bound (ELBO) on the train-
ing dataset. The ELBO can be written in terms of Kull-
back Leibler divergence terms between q(xt−1|x0,xt) and
pθ(xt−1|xt), which have a simple closed-form expression
when pθ(xt−1|xt) is modeled as a Gaussian distribution.
At inference time, the trained DNN gradually removes noise
from a random initialization xT ∼ N (0, I), sampling iter-

atively from the learned distributions pθ(xt−1|xt), and fi-
nally outputting a generated image from a distributions ap-
proximating the real image distribution, x0 ∼ q(x0).

3. Nested Diffusion
3.1. Formulation

In DDPM [17], pθ(xt−1|xt) is assumed to follow a
Gaussian distribution, with its mean defined using the ex-
pectation E[x0|xt] yielded by the DNN, and its variance de-
fined as a constant. Thus, we can sample from pθ(xt−1|xt)
in closed-form. However, we can also interpret this sam-
pling process by expressing the distribution pθ(xt−1|xt)
as a convolution of two others [55] – the distribution
q(xt−1|x0,xt) which has a closed form, and the DNN-
based approximation pθ(x0|xt),

pθ(xt−1|xt) =
∫

q(xt−1|x0,xt)pθ(x0|xt)dx0. (1)

Here, pθ(x0|xt) is the distribution represented by the
DNN in the context of predicting x0. For instance,
DMs with a deterministic DNN output, such as DDPM,
would correspond to a Dirac delta function distribu-
tion around the DNN-estimated E[x0|xt]. The stochas-
ticity in the reverse diffusion process would be ob-
tained by setting q(xt−1|x0,xt) as a fixed Gaussian.
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Algorithm 1 Sampling from a Regular Diffusion Process

xT ∼ N (0, I)
for t in {T, T − s, . . . , 1 + s, 1} do

x̂0 ∼ pθ(x0|xt)
xt−s ∼ q(xt−s|x̂0,xt)

end for
return x0

Algorithm 2 Sampling from Nested Diffusion

Outer diffusion denoted in blue, with step size so

Inner diffusion denoted in purple, with step sizes {sit}
xT ∼ N (0, I)
for t in {T, T − so, . . . , 1 + so, 1} do

x′
t = xt ▷ Beginning of inner diffusion

for τ in {t, t− sit, . . . , 1 + sit, 1} do
x̂′
0 ∼ pθ(x

′
0|x′

τ )
x′
τ−sit

∼ q′(x′
τ−sit

|x̂′
0,x

′
τ )

end for
x̂0 = x′

0 ▷ End of inner diffusion
xt−so ∼ q(xt−so |x̂0,xt)

end for
return x0

More generally, sampling from the joint distribution
pθ(xt−1,x0|xt) = q(xt−1|x0,xt)pθ(x0|xt) can be done
sequentially, by first sampling x̂0 ∼ pθ(x0|xt) and then
sampling xt−1 ∼ q(xt−1|x̂0,xt), yielding xt−1 that fol-
lows Equation (1). The generalized reverse diffusion pro-
cess, following this interpretation, is presented in Algo-
rithm 1.

Note that after training pθ(x0|xt) for a certain
q(xt−1|x0,xt), it is possible to utilize the same DNN model
for different distributions q. For instance, DDIM [48] uti-
lizes a deterministic q(xt−1|x0,xt) (equivalent to a Dirac
delta function) for faster generation. Interestingly, by
sampling using Algorithm 1, the Gaussian assumption on
pθ(xt−1|xt) is no longer required, and can be generalized
beyond DDPM sampling. In this setting, pθ(x0|xt) may
be any learned distribution, and is not restricted to a delta
function or a Gaussian form.

3.2. Method

We suggest that many valid choices of q(xt−1|x0,xt)
and an accurate DNN-based approximation pθ(x0|xt) can
generate high quality samples using Equation (1) and Al-
gorithm 1. This could allow us to harness many different
generative models into the diffusion process, for instance as
done with GANs [12] by Xiao et al. (2022) [55]. Here, we
we propose to use a complete diffusion process as a good
approximation for pθ(x0|xt).

We propose a Nested Diffusion process, where an outer
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Figure 2. Schematic description of Nested Diffusion. The outer
diffusion process is depicted using the dotted gray arrows

diffusion process would utilize the generative sampler
pψ(x0|xt) – itself an inner diffusion process. For simplic-
ity of notation, we denote the outer diffusion variables and
distributions in blue and the inner diffusion variables and
distributions in purple. As shown in Algorithm 2 and Fig-
ure 2, for each sampling step t in the outer diffusion, the
inner diffusion uses an unaltered (vanilla) DM to generate a
plausible image x̂0, which would then be used to calculate
xt−so in the outer diffusion. We emphasize that only the in-
ner diffusion uses a DNN. The inner diffusion becomes the
outer diffusion’s abstraction for a generative model.

Unlike vanilla diffusion processes, Nested Diffusion
yields a more detailed x̂0 at the termination of each outer
step. This is because x̂0 is a sample generated from the
multi-step inner diffusion process, and not the mean yielded
by a single denoising step. These x̂0 estimations hint at the
final algorithm result while being closer to the image man-
ifold. Using Nested Diffusion, the sampling process be-
comes an anytime algorithm, in which a valid image may
be returned if the algorithm is terminated prematurely.

Nested Diffusion requires |outer steps| × |inner steps|
NFEs for a complete image genration process. For a given
number of NFEs, Nested Diffusion may support any ratio
RND = |outer steps|

|inner steps| . This ratio represents a tradeoff between
fast updates to the predicted image, and the intermediate im-
age quality (see supplementary material). Additionally, the
ratio influences the number of NFEs needed before Nested
Diffusion produces its initial intermediate prediction, which
occurs at the conclusion of the first inner process. In the
extremes, where the number of either outer steps or inner
steps is one, the process reverts to vanilla diffusion sam-
pling. In the supplementary material, we propose a met-
ric for comparing between Nested Diffusion with different
RND. However, we suggest tuning the RND parameter ac-
cording to the specific application and hardware, aiming to
provide users with a waiting time between image updates
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Figure 3. FID as a function of NFE for ImageNet, text-to-image, and high-order solver text-to-image generation.

ranging from one to ten seconds – in Nested Diffusion, the
waiting time is the duration of an inner diffusion process.

The computation devoted to each outer step is not re-
quired to be the same, i.e. we can have a different ratio per
outer step. As the number of inner steps corresponds to the
number of NFEs, changing the length of each outer step
determines the computation devoted to this step. In our ex-
periments, we use the same number of inner steps for each
outer step for simplicity. We leave for future work to ex-
plore dynamic allocation of the number of inner steps per
outer step.

4. Experiments
We evaluate Nested Diffusion as an anytime image gen-

erator using a DiT model [37] trained on 256× 256-pixel

0 25 50 75 100 125 150 175 200

NFEs

101

102

F
ID

FID per NFE Trend

Vanilla

ND Outer Diffusion

ND Inner Diffusion

Figure 4. 50K FID evaluation of Nested Diffusion’s inner and
outer diffusion processes. FID is measured on intermediate pre-
dictions of class-conditional ImageNet generation, compared to a
vanilla diffusion process, every 10 NFEs. The Nested Diffusion
outer process’s FID scores correspond to every fourth inner diffu-
sion measurement, i.e., every 40 NFEs.

ImageNet [8] images and on Stable Diffusion [41] V1.5. We
also show that Nested Diffusion can incorporate an inverse
problem solver, and present several examples on CelebA-
HQ256 [21] using DDRM [22]. To ensure a fair compar-
ison, we compare Nested Diffusion against the unaltered
sampling algorithm (vanilla) using the same DNN mod-
els, hyperparameters, and total number of NFEs used. The
sampling speed of Nested Diffusion is also equal to that of
vanilla diffusion, as sampling time is directly proportional
to the total number of NFEs used for generation. All experi-
ments use DDIM [48] sampling for the outer diffusion. The
inner diffusion hyperparameters are chosen according to the
best practices of the model selected for the experiment.

4.1. Class-Conditional ImageNet Generation

The denoising DNN employed in DiT [37] uses a
VAE [26] based architecture to decode generated latent
samples [41, 53], thus enabling the application of the DMs
in a more efficient latent space. The DNN yields both the
mean and variance of a Gaussian distribution pθ(x0|xt), en-
abling sampling using the reparameterization trick [26]. In
addition, the DNN has been trained with class-labels, us-
ing Classifier-Free Guidance (CFG) [18] to generate class-
conditional samples. Figure 5 shows samples generated us-
ing 250 vanilla diffusion steps compared against Nested dif-
fusion with 5 outer steps and 50 inner steps each (totaling
250 NFEs). The latents from the intermediate steps are de-
coded using the VAE decoder.

In Figure 3a we compare the FID [16] of intermediate
estimations of Nested Diffusion with the intermediate es-
timations of vanilla DMs, for the same number of NFEs2.
We note that the intermediate FID scores for Nested Diffu-
sion are much better than their vanilla counterparts, while

2FID for vanilla diffusion DiT reflect results reproduced by us, which
are slightly better than reported in the original paper [37].
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Figure 5. Samples of class-conditional ImageNet generation, comparing vanilla DMs against Nested Diffusion.

the final result’s FID (without early termination) of Nested
Diffusion is comparable to the vanilla diffusion. Exact FID
values can be found in the supplementary material.

The sample quality trend for intermediate inner samples
{x̂′

0} is visualized in Figure 4 using FID. The graph shows
five distinct drops, corresponding to the five outer diffusion
steps. Within each outer step, the inner diffusion’s interme-
diate prediction’s quality improves quickly until yielding its
final x′

0, which (as shown in Algorithm 2) is also the outer
diffusion’s intermediate prediction x̂0. We observe that the
graph bears similarity to simulated annealing with restarts.
Nested Diffusion would return the last x̂0 computed if ter-
minated prematurely – corresponding to the local minima
in the graph, shown in green.

4.2. Text-to-Image Generation

Stable Diffusion is a large text-to-image model capa-
ble of generating photo-realistic images for any textual
prompt [41]. We use Stable Diffusion to test Nested Diffu-
sion for text-to-image generation. Similarly to Section 4.1,
Stable Diffusion’s process runs in a latent space, and uses

CFG [18] for text-conditional sampling. In Figure 1, we
present intermediate results from Nested Diffusion using
4 outer steps and compare them to their counterparts from
vanilla Stable Diffusion, decoding intermediate latents us-
ing the VAE decoder. The Nested Diffusion sampling pro-
cess previews satisfactory outputs, highly similar to the
end result. The finer details in the images improve with
the accumulation of more NFEs. Based on the figure, it
is apparent that the intermediate latents obtained from the
vanilla DMs do not correspond to valid latents. As a re-
sult, when these latents are decoded, they do not produce
natural-looking images.

Following previous work [2,40,41,43], we assess Nested
Diffusion’s performance in text-to-image generation using
30K FID on the MS-COCO [29] validation dataset. The re-
sults, presented in Figure 3b, surpass our previous findings,
with Nested Diffusion demonstrating comparable interme-
diate results to vanilla diffusion and slightly improved final
results. More examples for generated images and CLIP-
Scores [15] can be found in the supplementary material.

To assess Nested Diffusion’s potential and efficiency
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Figure 6. Inverse problem solutions with Nested Diffusion on CelebA-HQ256 using DDRM. Nested Diffusion is denoted as ND.

with advanced high-order schedulers, we replicated the text-
to-image experiment while employing DPM-Solver++ [33]
as the inner diffusion sampling schedule. This change en-
ables using 10-20 NFEs for high quality samples, accel-
erating generation. As shown in Figure 3c, Nested Diffu-
sion’s final result is of comparable quality to vanilla DM and
intermediate prediction quality is improved, demonstrating
Nested Diffusion’s potential use of high-order solvers.

4.3. Inverse Problem Solving

DMs have demonstrated their effectiveness in tackling
inverse problems, whether by training conditional DNNs
tailored for specific tasks [42] or by adapting unconditional
DMs DNNs using modified sampling algorithms [6, 22,
24, 34, 49]. Following our notation, these inverse prob-
lem solvers sample using Algorithm 1, but exchange the
DNN pθ(x0|xt) for a conditional pθ(x0|xt,y), where y
represents the available measurements. To apply Nested
Diffusion in inverse problem solving, a similar substitu-
tion is made in the Nested Diffusion sampling Algorithm 2,
where the entire inner diffusion process is replaced with a
diffusion-based inverse problem solver conditioned on y.
Analogous to image generation scenarios, Nested Diffusion
transforms the inverse problem solver into an anytime al-
gorithm, producing plausible results during the sampling

process. An exact inverse problem solving algorithm using
Nested diffusion is included in the supplementary material.

To evaluate the efficiency of Nested Diffusion for in-
verse problems, we conduct experiments on the CelebA-
HQ256 dataset [21], employing DDRM [22] as the in-
verse problem solver. Following DDRM, we rely on a pre-
trained DDPM [35], and use default hyperparameters ex-
cept for number of sampling steps used. The results, de-
picted in Figure 6, demonstrate the generalization capa-
bilities of Nested Diffusion in tackling inverse problems
like inpainting, super-resolution, colorization and denois-
ing. The algorithm produces valid intermediate predictions
and achieves comparable final results, demonstrating its ef-
fectiveness in addressing various inverse problems.

5. Generation With Human Feedback

An emerging area of interest in guided image generation
focuses on tuning the generated results to the user’s pref-
erences [28, 57]. This type of guidance typically requires
user interaction with the model during training, attempting
to fine-tune the DMs’s generation process using direct feed-
back. The fine-tuned models show a greater capability to
match the model’s behaviour with the user’s demands.

Nested Diffusion, by its inherent design, allows users to
view the generated output throughout the sampling algo-
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Text: a photograph of one tree on a hilltop Text: a photograph of one tree on a hilltop Text: a photograph of one tree on a hilltop

Text: a photograph of one tree on a hilltop Text: a photograph of one tree on a hilltop Text: a photograph of one tree on a hilltop

Figure 7. An example of generation with human feedback. The top and bottom graphs differ by the user’s preference for the image,
marked with a bright green frame.

rithm, enabling straightforward guidance of the process to-
wards desired outcomes. For instance, in many cases mul-
tiple images are generated simultaneously using different
random noise vectors, to provide the user with several alter-
native results. If Nested Diffusion is used for sampling, a
user can see a likeness of the final possibilities. By pruning
unwanted generation attempts, computational resources can
be efficiently allocated to explore additional options based
on the remaining intermediate predictions.

In contrast with model fine-tuning methods, Nested Dif-
fusion can incorporate human feedback inherently, with no
requirement for further training. Moreover, Nested Diffu-
sion may be combined with fine-tuned DMs to further en-
hance their consistency with the user’s preferences.

Figure 7 shows an example of a human feedback-based
generation scheme implemented using Nested Diffusion.
The samples were generated following the generation de-
tails provided in Section 4.2, using 3 outer steps with 20
inner steps each. At the conclusion of each inner diffusion
process, the user is presented with four intermediate sam-
ples, allowing them to select their desired output. The cho-
sen sample is then propagated to replace the other samples,
and the sampling algorithm resumes its execution.

In addition to selecting from a pool of several options
to guide the generation, further refinement of the sampling
procedure can be achieved by integrating editing techniques
into the sampling process. This editing can be accom-

plished using one of the many available diffusion-based
image editing methods [1, 4, 14, 25, 35] in tandem with
Nested Diffusion, by modifying the intermediate x̂0, sim-
ilar to SDEdit [35], or adjusting the subsequent inner diffu-
sion process. However, we adopt a simpler approach: we
add details to the textual prompt at the conclusion of each
inner diffusion process during text-to-image generation. In
Figure 8, we show some promising results for our approach.

6. Related Work

The noise scheduling in reverse diffusion sampling
has garnered considerable attention in recent years [5].
DDPM [17] implements a linearly increasing schedule,
while IDPM [36] demonstrates the potential of cosine
scheduling in achieving improved sampling outcomes. In
DDIM [48], the authors eliminate the forward diffusion’s
Markovian assumption, resulting in a deterministic reverse
process that can accelerate sampling. Using ODE solving
methods [30, 32, 33], the sampling process can attain supe-
rior results and faster generation. Nested Diffusion, while
not strictly a noise schedule, intertwines two separate noise
schedules (the inner and outer diffusion processes) into one
sampling process.

Creative scheduling of noise can be employed in other
domains besides image generation. In the field of image
editing, SDEdit [35] degrades an edited clean image with
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Text: a photograph of one tree on a hilltop
Text: a photograph of an apple tree on a

hilltop with red apples growing on it
Text: a photograph of an apple tree on a

hilltop with red apples growing on it

Text: a photograph of one tree on a hilltop
Text: a photograph of one tree on a

snowy hilltop in winter
Text: a photograph of one tree on a

snowy hilltop in winter

Figure 8. An example of interactive content creation using human feedback. The image selected by the user in each graph is marked
with a bright green frame. The text prompt is changed after the first outer step.

noise and subsequently denoises it using a DM. This pro-
cess enhances the realism of the edited image, facilitating
photo-realistic editing using simple tools.

Noise has also been used in inverse problem solvers to
“time-travel” in the diffusion process [34, 54]. These ap-
proaches revert the diffusion process to a previous step by
adding random Gaussian noise, requiring additional NFEs
and enhancing image fidelity. However, unlike Nested Dif-
fusion, these methods add noise to revert a specific num-
ber of steps (a hyperparameter) and do not involve multi-
ple diffusion processes. Consequently, they do not bene-
fit from the anytime algorithm property and require more
NFEs compared to alternative approaches.

Nested Diffusion is orthogonal to many diffusion ac-
celeration methods, such as the fast sampling offered by
DPM-Solver++ [33] shown in Section 4.2, and may work
well with parallelized sampling [38, 46] or trajectory-based
methods [31, 50]. In this work, we have not delved into
some of these avenues for several reasons; Parallelized sam-
pling typically requires more NFEs per image even when
reducing overall sampling speed. Trajectory-based meth-
ods, while requiring a fraction of the resources, require ad-
ditional training and may still fall short of achieving the
performance standards set by multi-step diffusion sampling
techniques [37, 41]. We have chosen to optimize Nested

Diffusion for high quality at the expense of multiple steps
and use NFEs to measure our computational resources.
Nevertheless, combining these methods with anytime gen-
eration holds promise for future work.

7. Conclusion
We introduced Nested Diffusion, a probabilistic ap-

proach that harnesses a diffusion process as a building block
in another diffusion process. Our approach allows any-
time sampling from a pre-trained diffusion model. Through
quantitative and qualitative evaluation, we demonstrated the
effectiveness of Nested Diffusion in tandem with state-of-
the-art DMs, including latent diffusion, CFG-based class-
conditional generation, and text-to-image generation. Fur-
thermore, we explored the potential of Nested Diffusion
in enabling generation with human feedback and facilitat-
ing interactive content creation. Our findings highlight the
versatility and practical applications of Nested Diffusion in
various domains of generative modeling.
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