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Abstract

Effectively leveraging multimodal data such as various
images, laboratory tests and clinical information is becom-
ing increasingly attractive in a variety of Al-based medical
diagnosis and prognosis tasks. Most existing multi-modal
techniques only focus on enhancing their performance by
leveraging the differences or shared features from various
modalities and fusing feature across different modalities.
These approaches are generally not optimal for clinical set-
tings, which pose the additional challenges of limited train-
ing data, as well as being rife with redundant data or noisy
modality channels, leading to subpar performance. To ad-
dress this gap, we study the robustness of existing meth-
ods to data redundancy and noise and propose a gener-
alized dynamic multimodal information bottleneck frame-
work for attaining a robust fused feature representation.
Specifically, our information bottleneck module serves to
filter out the task-irrelevant information and noises in the
fused feature, and we further introduce a sufficiency loss
to prevent dropping of task-relevant information, thus ex-
plicitly preserving the sufficiency of prediction information
in the distilled feature. We validate our model on an in-
house and a public COVID19 dataset for mortality predic-
tion as well as two public biomedical datasets for diagnos-
tic tasks. Extensive experiments show that our method sur-
passes the state-of-the-art and is significantly more robust,
being the only method to remain performance when large-
scale noisy channels exist. Our code is publicly available at
https:// github.com/ayanglab/ DMIB.
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1. Introduction

Medical practitioners utilize various sources of data such
as electronic health records, laboratory tests, genetic in-
formation and medical imaging modalities such as Com-
puterized Tomography (CT), Magnetic Resonance Imaging
(MRI), Positron Emission Tomography (PET) etc. for med-
ical diagnosis and prognosis. Historically, partly due to do-
main gaps and specialization, clinicians primarily operated
on each data modality in silo, drawing upon the distinctive
features from an individual source to perform diagnosis and
prognosis. Nonetheless, it is undeniable that integrating
multi-modal data effectively would be beneficial for diag-
nosis and prognosis tasks, by not only incorporating extra
guidance but also possibly providing novel insights, enabled
by a more holistic understanding of the entirety.

The advent of deep learning has sparked several lines
of works centered on healthcare applications [46], among
which Al-based medical image analysis [34] has enjoyed
prominent success, with deep learning models achieving
performance on par with or even surpassing radiologists
on some tasks. Likewise, deep learning has also demon-
strated immense potential for analysing electronic health
records [32] and genetic information [48]. Yet, despite im-
pressive performance on individual modalities, developing
techniques to effectively leverage multiple modalities re-
mains challenging [3,7,21,26].

The general multimodal learning approach is to sepa-
rately train a model for each modality to extract a modal-
specific feature vector, and subsequently fusing these in-
dividual features to obtain a multimodal feature represen-
tation. The fused feature is then propagated to down-
stream task modules to perform supervised learning. Com-
mon approaches for feature fusion include concatenation,
attention-weighted, common subspace projection, graph-
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based, and transformer-based methods [1, 9].

While experimenting with these different fusion schemes
in the context of clinical applications, we observe that they
generally suffer from significant drops in model perfor-
mance. Clinical applications typically have limited train-
ing data, and the difficulty is compounded by the fact that
clinical data is often subject to various forms of noise such
as missing data, inaccurate clinical records, and subjective
biases in patients’ self-assessment. Existing methods gen-
erally suffer from a susceptibility to overfitting, and learn-
ing to extract task-relevant information is often suboptimal
when training data is scarce. An even more glaring weak-
ness is the sensitivity and low robustness towards noisy
modality channels, where most existing models suffer from
significant performance drops.

To address these issues, we propose a Dynamic
Multimodal Information Bottleneck (DMIB) framework,
drawing inspirations from mutual information theory [29,

], information bottleneck [12, 38, 41]. Specifically, our
DMIB consists of the following key components: i) an
information bottleneck module along with dropout regu-
larization and masking of modalities to remediate feature
redundancy and model overfitting; ii) an explicit supervi-
sion to maximize the task relevant information in the final
fused feature. We conduct comprehensive experiments for
multimodality classification tasks across four datasets. Our
method not only achieves state-of-the-art performance, but
also demonstrates remarkable robustness, retaining similar
performance when a modality consists of pure noise.

To summarize, our key contributions are: i) We design
an information bottleneck module together with a mutual
information inspired sufficiency loss which can be applied
to arbitrary multimodal classification tasks as a plug-and-
play module. Our fusion strategy dynamically filters out
noise, maximizes the inclusion of relevant information and
eliminates the need for heuristic or greedy feature selection
approaches that were often employed in previous studies,
leading to a superior performance. ii) To our knowledge,
we are the first to conduct principled experiments to study
the performance of fusion methods under different levels of
noisy and redundant modalities. iii) Our method demon-
strates outstanding robustness by retaining prediction per-
formance even when noise and redundancy are introduced,
making it particularly suitable for clinical settings where
datasets tend to be small and biomarkers are unclear.

2. Related Works
2.1. Multimodal Learning for Clinical Applications

In recent years, there has been growing interests and
efforts in developing multimodal fusion for clinical appli-
cations [1, 3,9, 26]. Compared to the early fusion can-
not address the domain gaps between modalities [24] and

late fusion strategies which overlook the cross-modality
information [33], intermediate fusion methods which per-
form fusion at the feature level [14, 30] has attracted much
investigation on various techniques for extracting multi-
modal feature learning in deep neural techniques. These
methods could be broadly categorised into concatenation-

based [2,24,45], attention-based [ 10, 19,30], projection into
aligned subspaces [13, 39, 44, 50], graph-based [8, 20, 49],
and recent Transformer-based [0, 25, 43]. While con-

catenation methods are parameter-free and straightforward,
they might not identify the intricate relationships between
diverse modalities. Attention-based methods learns im-
portance scores for intermediate multi-modality features,
which allows for modeling the complex relationships be-
tween different modalities. However, introducing the at-
tention mechanisms, along with additional network param-
eters increases the propensity to overfitting. Recently, a
major trend in multimodal learning is to leverage trans-
former modules to perform cross-attention across the var-
ious modalities to obtain a fused feature representation.
While transformer based multimodal learning deliver state-
of-the-art performance for large scale datasets, they tend to
be lackluster when training data are scarce [43]. Besides,
graph models are also gaining traction in multimodal tasks
with their unique ability to leverage the relations between
the data from various modalities.

2.2. Mutual Information

Mutual information is a measure of the statistical depen-
dency between random variables [11]. The core principle
of deep learning approaches is to automatically learn how
to extract optimal features from data, instead of manually
crafting features from heuristic guidance. In this light, mu-
tual information lies at the heart of deep learning, since it
could be invoked to quantify the dependency between the
learned feature representation and desired network output.

Mutual Information Estimation [22] proposes the
InfoMax principle which seeks to maximize the mutual in-
formation between feature and model output. This serves
as a general prescription which is generally pertinent to
neural networks and there have been many works in the
recent years that explore optimal ways for mutual infor-
mation estimation. One line of approach is to employ an
additional neural network for estimation [4, 17] while an-
other approach seeks variational bounds for mutual infor-
mation [31]. However, mutual information remains a no-
toriously difficult problem due to the curse of dimension-
ality [29]. In other words, the amount of data samples to
accurately bound mutual information scales exponentially
with the dimensionality of the feature. To tackle this, re-
searchers have proposed alternatives to mutual information,
such as the Wasserstein dependency measure in [29] and the
variational distillation loss in [36].
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Figure 1. (A) Illustration of our Dynamic Multimodal Information Bottleneck framework for a lung disease prognosis task: a) Separate
backbones are used to first extract features from each modality. b) These features are concatenated to form a preliminary fused feature f.
c) f is distilled via an information bottleneck module, arriving at a final fused feature f*. d) We formulate a sufficiency loss to preserve
task-relevant information in f*. (B) The mutual information between various entities can be visualized with Venn diagrams.

Information Bottleneck Closely related to mutual in-
formation is the concept of information bottleneck. Intro-
duced in [37], the authors further advance this principle to
put forward an explanation of the learning process in deep
neural networks [38]. Given raw data inputs, the notion of a
bottleneck in the model effectuates an information distilla-
tion process, which retains only useful information, while
discarding irrelevant information and superfluous noises.
This is analogous to how humans learn and master knowl-
edge and abstractions. The information bottleneck method
is highly pertinent for improving model generalization and
robustness and reducing overfitting [5, 40]. This can be
inherently understood from the intuition that a generalis-
able model should learn feature abstractions that capture the
essence of the task, instead of memorizing instance-specific
characteristics in the training set.

3. Methodology

An overview of our DMIB framework is found in Fig-
ure 1 (A). We employ separate backbones to extract fea-

tures from different modalities. Supervision is applied for
each backbone to guarantee the intermediate features have
sufficient prediction information'. Subsequently, we con-
catenate the extracted features for each modality to form
an initial fused feature f, which preserves complete infor-
mation from each modality. We introduce an information
bottleneck module to perform information distillation, ar-
riving at our final feature f*. To ensure sufficiency of task
information in f*, we introduce a sufficiency loss to ensure
that no task-relevant information are being discarded.

To begin, we introduce our overall supervision objective
displayed in Figure 1 (B) which motivates the design of our
DMIB framework”. Subsequently, we cover the details of
our information bottleneck module and our sufficiency loss.

I'To prevent the model predictions from being dominated by the modal-
ity with larger dimensions, we also enforce dimension equality by upsam-
pling low dimensional modality features.

2 An overview of relevant mutual information definitions is given in the
supplementary material.
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3.1. Overall supervision

Given f* an encoded fused feature from the direct fused
feature f, we would like the ideal fused feature representa-
tion to contain sufficient predictive information in f while
discarding all redundancy and noise. The information con-
tained in f*, is given by the mutual information between f*
and f:

ICf 1) = Bpgp pe) {bg ()

It can be further decomposed into two components by
the chain rule of mutual information [12] (given in the sup-
plementary material) as:

ICf 1) = ICf5 foly) + 1(f5 ). 2

I(f; f*|y) quantifies the amount of task-irrelevant informa-
tion in f* and I(f*;y) quantifies the predictive information
in f* for task y. The goal is to simultaneously minimize re-
dundancy I(f; f*|y) and maximize task relevance I(f*;y),
which can be combined into the information bottleneck ob-
jective [37]:

I?i*HEIB:I(f§f*|y)—71(f*?y). 3

However, estimating for mutual information in high dimen-
sions is intractable in general [27,3 1] due to the curse of di-
mensionality [29], i.e. accurate estimation of the expected
information in empirical distributions requires a sample size
that scales exponentially with the dimension of the data. In
light of this, we do not explicitly optimize for Eqn. (3) via
mutual information estimation. Instead, we delegate infor-
mation distillation to our information bottleneck module in
Section 3.2. For maximizing the task-relevant information
I(f*;y), we formulate a tractable sufficiency loss in Sec-
tion 3.3. The joint framework consisting of the informa-
tion bottleneck module and the sufficiency loss enables f*
to converge to an ideal feature with maximal relevance and
minimal redundancy.

3.2. Information Bottleneck Module

Given n features fi,--- , f, extracted from n modali-
ties, we first generate an initial fused feature f by direct
concatenation with a masking

[ = @mifn
i=1

where f € RY and m; denotes a masking coefficient.
Specifically, at each training iteration, we uniformly sample
a random number u ~ U([0, 1]), and the masking coeffi-
cients are formally given by m; = Lji-1 ](u) In other

2n) ' 2n

words, the model can only access the full features across all

modalities for half of the training iterations, while for the
other half, a single modality f; is masked out. The motiva-
tion of masking individual modalities is to allow the model
to function in the absence of data-streams from a modality,
thus improving robustness [15]. Subsequently, our informa-
tion bottleneck module comprises of two linear projection
layers along with dropouts and ReLU. The operations may
be summarized as:

Linear Projection Linear Projection

fr. “4)

z
Dropouts + ReLU Dropouts + ReLU

z is of dimension p < n while the final feature represen-
tation f* has n dimensions. The purpose of re-projecting
z back to the same dimensions as f is in order to perform
more effective feature-level supervision of the distilled fea-
ture and the initial feature to learn a more predictive feature
f*, which is introduced in the next section. It is observed
that the feature-level supervision is more effective when f*
and the initial feature f is aligned with equal dimensions.

3.3. Sufficiency Loss

In this section, we introduce our sufficiency loss which
serves as a feature-level supervision to maximize the task-
relevant information I(f*;y) in Eqn. (3). Since f* is a fea-
ture extracted from f, the information contained in f* can-
not exceed that of f, and I(f*;y) < I(f;y). Maximizing
I(f*;y) is therefore equivalent to:

min I(f;y) — I(f*;y). 5)

To solve this optimization problem, we make use of the fol-
lowing proposition [23,36] (proof can be found in the sup-
plementary material):

KLpWINpWlf)] =0 = Iy f) = I(y; ) =0,
(6)
where K L denotes the Kullback-Leibler divergence. There-
fore, instead of having to estimate the mutual information in
Eqn. (5), we formulate our sufficiency loss as

£Sufﬁciency = KLLPG(y|f)||p(y|f*)] @)
3.4. Overall objective

The overall loss function in our DMIB framework is:

L= ﬁf(y,yf) + Oézﬁmodality(yaﬁfi) +

Ef* (yagf*) +B£sufﬁciency(gfagf*) (8)

Supervision of Information Bottleneck Module

where L and Ly~ are respective losses to supervise the
direct fused expression datafeature and distilled fused fea-
tures, and Lyodaity Supervises each modality backbone.
Here, o and /8 are model hyperparameters to control the
roles of modal-specific supervision and feature-level super-
vision, respectively. ¢; and §;- are the classifier results
from the observed fused feature and distilled fused feature.
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4. Experiments
4.1. Datasets

We trained our proposed DMIB for various multimodal
medical classification tasks on four datasets: i) Our in-
house ITAC dataset, which includes HRCT and 18 clini-
cal features of 566 COVID19 inpatients, is utilized for pre-
dicting the 10-day mortality rate of COVID19 inpatients;
ii) the public iCTCF dataset [ 1, which includes HRCT
scans and up to 81 clinical features, is used to predict the
morbidity outcomes of 751 COVID19 patients and the de-
tection of 751 COVIDI19 patients from 529 non-COVID19
patients respectively; iii) BRCA dataset for diagnosis of
breast carcinoma PAMS50 subtypes (mRNA expression data,
DNA methylation data, and miRNA expression data) of
875 patients [42]; iv) ROSMAP dataset for diagnosis of
Alzheimer’s Disease from 351 patients [42] *. A summary
of the various datasets is found in Table 1. It is worth men-
tioning that ITAC and iCTCF are collected from different
countries and have no overlap in enrolled patients.

4.2. Implementation details

ITAC and iCTCEF. For data preprocessing, we crop the lung
regions from the complete 3D scan and resize each slice to
the dimensions of 350 x 350 pixels, preserving its original
depth. Subsequently, we generate 2D montages for each
patient from their 3D HRCT scans. Each montage is com-
posed of 4 randomly chosen axial slices, with each slice
originating from one of the 4 equally divided regions of the
scan, placed on a 2x2 grid. The utilization of 2D montages
enables us to generate diverse montages for each scan with-
out duplication. This approach can effectively mitigate the
challenges of data scarcity and data imbalance commonly
encountered in medical image datasets. It offers an advan-
tage over using the entire scan as input, as well as compared
to single-slice input, by preserving an adequate amount of
predictive information in the input. The number of gener-
ated montages for each class is summarized in Table 1.

For training and testing the proposed model, we conduct
patient-level data splitting to prevent information leakage.
We reserve 20% of patients from each class for testing and
using the remaining patients for model training with five-
fold cross-validation. Patients are divided into five folds
with no overlaps using stratified sampling, with each having
the same patient distribution. Each of this fold serves as
a validation set, and we train five models from scratch on
the remaining four folds. From the five models, the model
attaining the top AUC on its validation set is chosen as the
final testing model. For testing, we generate 10 montages
for each patient and take the median prediction over the 10
montages as the final result.

3 Available at https://ngdc.cncb.ac.cn/ictct/
4iii) and iv) are available at https:/github.com/txWang/MOGONET

We employ DensetNet-121 [18] as the backbone for the
CT montage modality to obtain an image feature f; €
R'924 " For the clinical data, we perform mean imputa-
tion for missing records followed by data normalization.
We employ four linear layers to obtain a clinical feature
fo € R'924, The dimension of z in the IB module is set
to 1024 and loss function weights are set to a = 1, = 10.
We use the cross-entropy loss for Lr, L+, Lodality- All
training are done with the Adam optimizer (initial learning
rate of le-6 and a linear decay rate of le-2), a batch size of
8, and trained for 70 epochs on a single RTX3090.
ROSMAP and BRCA. For fair comparison, we adopt sim-
ilar experimental settings as [14], and we reenacted their
experiments using their open-sourced codes. We set the di-
mension of z to 1024 for the bottleneck.

4.3. Evaluation setting

ITAC. To evaluate the robustness of different fusion strate-
gies in handling noises and redundant information, we con-
sider multiple experimental settings, starting with the most
informative and complete clinical variables, and gradually
expanding to those with larger degrees of redundancy and
noise. Specifically, we fix five settings: i) 1 clinical variable
(age) which is the most informative feature. ii) 4 clinical
variables (i) + oxygen saturation, platelets, measured satu-
ration oxygen, which are also deemed as relevant by domain
experts. iii) 7 clinical variables (ii) + respiratory rate, pO2,
and D-Dimer, which are informative but have a consider-
able 30% of the data are missing. iv) (iii) + reported symp-
toms and health records, which are more prone to missing
data and subjective biases in the symptoms description, and
deemed to be of secondary importance. v) 1 random inte-
ger between 0 and 100 that serves as a noise input replacing
age. In the supplementary material, we further include the
details of the clinical data for our ITAC dataset.

We benchmark DMIB against single modality models
(CT backbone and clinical backbone in our method), as well
as various multimodal fusion schemes including direct con-
catenation (Concatenation [24]), fusion via channelwise at-
tention (Attention [10]), fusion via transformer-based cross-
attention (Transformer [25]), fusion via dynamic weighing
of each modality channel (Dynamic [14]), fusion via pro-
jection to a common subspace (Fusion: Subspace [50]) and
graph-based fusion (Graph [49]). We adopt the Area Un-
der Receiver Operating Characteristic Curve (AUC) as the
primary evaluation metric, with accuracy, sensitivity, speci-
ficity, and the weighted Youden indices JWj 5 and JW ¢
as auxiliary metrics. Results are reported in Table 2.
iCTCEF. To eliminate the manual selection of optimal clini-
cal data combinations for improved fusion performance, we
extend our evaluation on this dataset to assess the robust-
ness of the proposed model for both diagnostic and prog-
nostic tasks. We integrate the CT scans with all 81 available
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Table 1. Summary of datasets

Dataset Modality Task Description

Enrolled Patients

Generated montages

ITAC HRCT scans + up to 18 clinical features | Prognosis for COVID19 mortality in 10 Days

Deceased: 257 / Cured: 309

Deceased: 3084 / Cured: 3090

Prognosis for COVID19 morbidity outcome

Severe symptoms: 202 / Mild symptoms: 549

Severe symptoms: 606 / Mild symptoms: 549

ICTCF HRCT scans +up to 81 clinical features -5 oG 0 - COVIDTO patients PCR positive: 751/ PCR negative: 529 PCR positive: 3755 / PCR negative: 3174
BRCA mRNA, DNA methylation, miRNA Diagnosis for breast carcinoma PAMS0 subtype | Normal: 115/ Basal: 131 / Her2: 46 / LumA: 436 / LumB: 147 | /
ROSMAP | mRNA, DNA methylation, miRNA Diagnosis for Alzheimer’s Disease Normal: 169 / AD: 182 /

Table 2. Performance of various methods on the ITAC dataset. Bold denotes the clinical settings where each methods achieves best AUC.

Test Test
AUC  Accuracy Sensitivity  Specificity JWg5 JWoe AUC  Accuracy Sensitivity — Specificity JWg5 JWog
Single modality Fusion: Concatenation [24]
clinical 1 | 0.76 0.69 0.75 0.63 0.69 0.70 clinical 1 0.77 0.71 0.74 0.68 0.71 0.72
clinical 4 | 0.82 0.75 0.77 0.73 0.75 0.75 clinical4 | 0.78 0.69 0.65 0.72 0.69 0.68
clinical 7 | 0.82 0.75 0.74 0.76 0.75 0.75 clinical 7 | 0.83 0.76 0.72 0.78 0.75 0.74
clinical 18 | 0.81 0.73 0.71 0.76 0.74 0.73 | clinical 18 | 0.80 0.74 0.62 0.85 0.74  0.71
CT only 0.77 0.72 0.57 0.85 0.71 0.68 | pure noise | 0.74 0.66 0.72 0.62 0.67 0.68
Fusion: Attention [10] Fusion: Transformer [25]
clinical 1 | 0.81 0.76 0.72 0.78 0.75 0.74 clinical 1 0.66 0.65 0.54 0.74 0.64 0.62
clinical 4 | 0.81 0.74 0.77 0.72 0.75 0.75 clinical 4 | 0.64 0.57 0.51 0.62 0.62 0.55
clinical 7 | 0.68 0.62 0.51 0.71 0.61 0.59 clinical 7 | 0.73 0.67 0.66 0.68 0.67 0.67
clinical 18 | 0.76 0.67 0.65 0.69 0.67 0.66 | clinical 18 | 0.73 0.66 0.65 0.67 0.66 0.66
pure noise | 0.65 0.62 0.51 0.72 0.61 0.59 | purenoise | 0.65 0.64 0.54 0.73 0.64 0.62
Fusion: Dynamic [14] Fusion: Graph [49]
clinical 1 | 0.82 0.76 0.58 091 0.75 0.71 clinical 1 0.73 0.72 0.67 0.77 0.72 0.71
clinical 4 | 0.83 0.70 0.85 0.58 0.72 0.74 clinical 4 | 0.69 0.68 0.62 0.74 0.68 0.67
clinical 7 | 0.85 0.76 0.77 0.74 0.76 0.76 clinical 7 | 0.76 0.75 0.75 0.78 0.77 0.76
clinical 18 | 0.83 0.74 0.88 0.63 0.75 0.78 | clinical 18 | 0.75 0.75 0.74 0.76 0.75 0.75
pure noise | 0.75 0.66 0.66 0.67 0.67 0.66 | purenoise | 0.68 0.67 0.60 0.74 0.67 0.66
Fusion: Subspace [50] Fusion: DMIB
clinical 1 | 0.84 0.75 0.69 0.79 0.74 0.73 clinical 1 0.85 0.76 0.82 0.72 0.77 0.78
clinical 4 | 0.84 0.76 0.75 0.76 0.76 0.75 clinical 4 | 0.85 0.78 0.78 0.77 0.78 0.78
clinical 7 | 0.84 0.78 0.77 0.78 0.78 0.77 clinical 7 | 0.86 0.80 0.75 0.83 0.79 0.78
clinical 18 | 0.83 0.76 0.57 0.92 0.75 0.71 | clinical 18 | 0.86 0.76 0.77 0.76 0.77 0.77
pure noise | 0.71 0.63 0.55 0.69 0.62 0.61 pure noise | 0.76 0.72 0.66 0.77 0.72 0.70

clinical variables, to showcase the superiority of DMIB in
fusing potentially redundant and noisy data without requir-
ing manual selection. Furthermore, we perform fusion with
single variables, ‘Age’ and ‘pure noise’ (consisting of ran-
dom age and temperature), as reference points for assessing
fusion performance with all clinical information.

BRCA & ROSMAP. To further evaluate the generaliza-
tion of DMIB to other modalities, we also performed ex-
periments on the BRCA and ROSMAP dataset consisting
of multimodal genomic data. We benchmark against Fu-
sion: Dynamic [14], the state-of-the-art method which em-
ploys fusion strategy consisting of model-specific supervi-
sion, attention, sparsity constraints and dynamic assignment
of confidence to each modality. Following [14], we report
AUC, WeightedF1 and MAcroF1 and F1 in Table 5.

4.4. Results

ITAC. As reported in Table 2, our DMIB outperforms all
competing methods across all settings for our ITAC dataset.
As expected, we observe that inclusion of more clinical
variables often fails to improve prognostic performance in
many existing methods. In fact, the inclusion of more
modalities in attention-based, transformer-based and graph-

based fusion might even lead to weaker performance than
single modalities. Such fluctuations across different experi-
mental settings reflect a lack of robustness in the models.

By inspecting gradients for each variable, we observe
that age is predominant, followed by GOT, O2 satura-
tion, PCR, Glucose, Platelets of secondary importance, in
agreement with expert knowledge. This is reflected in our
method, where our model attains peak performance when
fusing the image modality with 7 clinical variables. Further-
more, our DMIB maintains peak performance upon adding
more noisy and redundant clinical features, unlike most ex-
isting methods which show declining trend. Another note-
worthy point is when fusing the CT modality with a random
noise input, our method retains its performance, whereas all
existing fusion methods except concatenation method expe-
rience considerable performance drops. Again, this demon-
strates the robustness of our approach and its ability to filter
out noises. Overall, our method is more feasible and reli-
able for real-world clinical applications, when noise and re-
dundant information are often present, and there is no prior
guidance for which features are informative.

We discuss some insights for the various fusion schemes.
Concatenation [24] fails to surpass the clinical modality for
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Table 3. Performance of various methods on the iCTCF dataset for morbidity prediction. Bold denotes the best AUC in each fusion setting.

Test Test
AUC  Accuracy Sensitivity  Specificity JWos5 JWoe AUC  Accuracy Sensitivity ~ Specificity JWos5 JWoe
Single modality Fusion: Concatenation [24]
clinical 1 0.72 0.62 0.71 0.59 0.65 0.66 clinical 1 0.71 0.63 0.67 0.62 0.64 0.65
All clinical | 0.74 0.69 0.67 0.70 0.68 0.68 | Allclinical | 0.77 0.72 0.65 0.75 0.70 0.69
CT only 0.71 0.68 0.63 0.70 0.67 0.66 | pure noise | 0.71 0.65 0.67 0.64 0.66 0.66
Fusion: Attention [10] Fusion: Transformer [25]
clinical 1 0.72 0.65 0.63 0.65 0.64 0.64 clinical 1 0.59 0.74 0.06 0.99 0.53 0.43
All clinical | 0.77 0.75 0.65 0.79 0.72 0.70 | All clinical | 0.67 0.67 0.59 0.70 0.65 0.63
pure noise | 0.56 0.69 0.31 0.83 0.57 0.52 pure noise | 0.65 0.38 0.90 0.18 0.54 0.61
Fusion: Dynamic [14] Fusion: Graph [49]
clinical 1 0.78 0.75 0.16 0.96 0.56 0.48 clinical 1 0.71 0.70 0.67 0.72 0.70 0.69
All clinical | 0.78 0.50 0.90 0.35 0.62 0.68 | Allclinical | 0.74 0.72 0.67 0.77 0.72 0.71
pure noise | 0.67 0.73 0.00 1.00 0.50 0.40 pure noise | 0.62 0.64 0.69 0.60 0.65 0.65
Fusion: Subspace [50] Fusion: DMIB
clinical 1 0.78 0.63 0.88 0.54 0.71 0.75 clinical 1 0.79 0.70 0.76 0.68 0.72 0.73
All clinical | 0.80 0.68 0.76 0.64 0.70 0.72 | All clinical | 0.82 0.73 0.71 0.74 0.72 0.72
pure noise | 0.71 0.58 0.75 0.52 0.63 0.66 | pure noise | 0.71 0.63 0.69 0.62 0.65 0.66

Table 4. Performance of various methods on the iCTCF dataset for COVID19 diagnosis. Bold denotes the best AUC in each fusion setting.

Test Test
AUC  Accuracy Sensitivity —Specificity JWgos5 JWoe AUC  Accuracy Sensitivity  Specificity JWgs5 JTWog
Single modality Fusion: Concatenation [24]
clinical 1 0.51 0.51 0.55 0.46 0.51 0.52 clinical 1 0.81 0.74 0.72 0.76 0.74 0.73
All clinical | 0.80 0.74 0.77 0.70 0.73 0.74 | Allclinical | 0.85 0.78 0.85 0.68 0.76 0.78
CT only 0.80 0.72 0.85 0.55 0.70 0.73 | pure noise | 0.81 0.73 0.81 0.61 0.71 0.73
Fusion: Attention [10] Fusion: Transformer [25]
clinical 1 0.70 0.67 0.74 0.58 0.66 0.68 clinical 1 0.62 0.63 0.86 0.29 0.58 0.63
All clinical | 0.80 0.75 0.80 0.69 0.74 0.76 | Allclinical | 0.66 0.64 0.68 0.59 0.63 0.64
pure noise | 0.50 0.49 0.61 0.33 0.47 0.50 pure noise | 0.64 0.59 0.60 0.59 0.59 0.59
Fusion: Dynamic [14] Fusion: Graph [49]
clinical 1 0.80 0.74 0.85 0.59 0.72 0.74 clinical 1 0.74 0.73 0.74 0.73 0.74 0.74
All clinical | 0.86 0.76 0.86 0.62 0.74 0.76 | Allclinical | 0.83 0.83 0.84 0.83 0.84 0.84
pure noise | 0.80 0.74 0.82 0.62 0.72 0.74 pure noise | 0.73 0.73 0.72 0.74 0.73 0.73
Fusion: Subspace [50] Fusion: DMIB
clinical 1 0.79 0.70 0.80 0.56 0.68 0.71 clinical 1 0.80 0.73 0.86 0.53 0.70 0.73
All clinical | 0.86 0.77 0.79 0.74 0.77 0.77 | All clinical | 0.89 0.82 0.78 0.87 0.83 0.82
pure noise | 0.80 0.72 0.95 0.40 0.67 0.73 pure noise | 0.80 0.73 0.74 0.71 0.73 0.73

Table 5. Performance of multimodal methods on BRCA and
ROSMAP. T denotes the result showing significant difference to
that of DMIB with p < 1le — 4 by paired T test.

BRCA ROSMAP
Method ACC WeightedF1 | MacroF1 ACC Fl1 AUCT
Fusion: Dynamic | 87.1+0.57 | 87.4+0.6" | 83.5+0.97 | 81.7+1.57 | 82.3+1.5T | 90.0+1.27
Fusion: DMIB 86.0+0.7 86.0+0.8 81.6+0.9 | 84.9+1.8 | 85.3+1.7 | 91.6+0.7

1 and 4 clinical variables. This is probably due to the im-
age feature dimensions being much larger than the clini-
cal feature dimensions, resulting in the dominant influence
of one modality. Channel-wise attention fusion [10] only
boosts performance when the modality data is complete
and informative. It is particularly sensitive to noise, and
drops significantly upon inclusion of noisy and redundant
data. Transformer-based fusion also delivers very poor per-
formance, never surpassing single-modality results. This
is consistent with observations that attention-based mech-

anisms and transformers typically require a larger corpus
of training data for effective training [43]. Dynamic fu-
sion [14], subspace-based fusion [50] and graph-based fu-
sion [25] demonstrated better consistency and solid fusion
performance. However, they are prone to be affected by
noisy modalities. For subspace projection-based fusion, re-
placing the clinical variable with noise leads to considerable
performance dips. Intuitively, aligning normal inputs to ran-
dom noise could remove predictive information in the nor-
mal channels. For dynamic fusion, learning to weigh the
reliability of features from a modality does not generalize
well to test samples at an instance level, leading to a drop
when including unreliable clinical inputs.

iCTCEF. Furthermore, we demonstrate the exceptional fu-
sion performance of DMIB when combined with all clini-
cal data in both prognosis and diagnosis tasks, along with
its resilience to noise input, as evidenced in Table 3 and Ta-
ble 4. Notably, when compared to using CT only, adding
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Table 6. Ablation studies on ITAC and BRCA datasets

Ablation Setting ITAC BRCA
No. | Ly IB Ly« Esufﬁciency ﬁmodality AUC | Accuracy | Sensitivity | Specificity ACC WeightedF1 | MacroF1
1. v oo - - - 0.83 0.78 0.65 0.90 81.4+0.6T | 81.1+0.7T | 76.2+1.0
2. - vV - v 0.83 0.77 0.74 0.79 81.0+1.07 | 80.2+1.2T | 75.3+1.27
3. Y v Y - v 0.83 0.75 0.69 0.79 81.1+0.87 | 80.4+0.87 | 75.4+1.07
4. | v v Y v - 0.85 0.77 0.75 0.78 83.9+1.5T | 83.8+1.7T | 79.7+1.87
5. | v VY - v v 0.84 0.78 0.65 0.88 86.1+0.57 | 86.2+0.67 | 81.8+0.77
6. | v v YV v v 0.86 0.76 0.77 0.76 86.0+0.77 | 86.0+0.87 | 81.6+0.97

Table 7. Experimenting with different image backbones and un-
changed clinical backbone on ITAC (with all clinical variables).
Bond fonts denote the best result for each backbone.

Image Backbone Experiment | AUC ACC Sens Spec JW5 JW6

CT Only 077 071 068 074 071 0.7

ResNetl8 [16] Concat 077 072 07 075 073 0.72
Subspace | 0.79 073 073 073 073 0.73
Proposed | 0.83 0.77 0.77 0.77 0.77 0.77
CT Only 071 069 075 063 0.69 0.7
ResNet50 [16] Concat 075 0.67 074 0.62 0.68 0.69

Subspace | 0.77 072 0.75 0.69 0.72 0.73
Proposed | 0.81 0.72 0.74 0.71 0.72 0.73
CT Only 071 062 058 065 0.62 0.61

Concat 076 066 072 0.62 0.67 0.68
Subspace | 0.74 0.65 0.71 0.60 0.66 0.67
Proposed | 0.82 0.73 0.74 0.72 0.73 0.73
CT Only 069 062 062 063 062 0.62

Concat 073 067 066 068 0.67 0.67
Subspace | 0.77 0.71 0.71 072 071 0.71
Proposed | 0.79 0.73 0.74 0.72 0.73 0.73

EfficientNet_b0 [35]

PoolFormer_v2_tiny [47]

the singular feature ‘Age’, has a significant impact on pre-
dicting COVID-19 patient outcomes (Table 3). However,
it shows only a marginal improvement in the COVID-19
diagnosis task (Table 4). As such, for COVID19 diagno-
sis, age can be deemed as a redundant feature and indeed.
We observe similar performance in iCTCF when combin-
ing the CT modality with the noise feature. In both tables,
our method and the concatenation method demonstrate the
highest level of robustness, with our method achieving the
best fusion performance.

BRCA & ROSMAP. As reported in Table 5, DMIB is
slightly inferior for breast cancer subtype classification but
significantly superior for Alzheimer’s diagnosis than [14],
which proves its adaptability across different modalities.

4.5. Ablation studies

We performed ablation studies on the ITAC and BRCA
datasets to study the effectiveness of various key compo-
nents, with results reported in Table 6. It is observed that
preserving all information (No. 1) is worse than incorpo-
rating a bottleneck with sufficiency loss (No. 4, 5, 6). Fur-
thermore, employing a bottleneck module without the suffi-
ciency loss also fails to be useful, which is consistent with
our intuitions that unconstrained discarding of information
could remove predictive information (comparing No. 2, 3

to No. 6). Moreover, including modal-specific supervision
'Cmodality leads to improvement, suggesting that boosting
the extraction of modality-level task-relevant information
facilitates learning of fused feature (No. 4 and No. 6). This
provides strong evidence for the effectiveness of the suffi-
ciency loss in preserving predictive information.

We further investigate whether DMIB remains effec-
tive under different network architectures by switching
the image backbones for the prognosis experiment on our
ITAC dataset. As reported in Table 7, we experimented
with ResNet18, ResNet50 [16], EfficientNet [35] and Pool-
Former [47]. Regardless of the backbone, DMIB performs
significantly better than the baselines of CT only and fusion
methods such as concatenation (which retains all informa-
tion) and subspace-based fusion (which extracts common
information). These results strongly affirm the efficacy of
our approach and its viability as a plug-and-play component
for multimodal classification tasks.

5. Conclusion

Utilising insights from mutual information and informa-
tion bottleneck theory, we have introduced a general mul-
timodal classification approach which has achieved a state-
of-the-art performance in various clinical tasks. Notably,
our method holds great significance and applicability in the
field of clinical practice, as it consistently delivers high per-
formance, even when faced with limited training data and
noisy input modalities. In the context of future research,
our efforts will be directed towards expanding the appli-
cation of information bottleneck theory to facilitate feature
importance analysis and enhance the interpretability of mul-
timodal learning.
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