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Abstract

In recent years, deep learning techniques have shown

significant potential for improving video quality assessment

(VQA), achieving higher correlation with subjective opin-

ions compared to conventional approaches. However, the

development of deep VQA methods has been constrained

by the limited availability of large-scale training databases

and ineffective training methodologies. As a result, it is dif-

ficult for deep VQA approaches to achieve consistently su-

perior performance and model generalization. In this con-

text, this paper proposes new VQA methods based on a two-

stage training methodology which motivates us to develop a

large-scale VQA training database without employing hu-

man subjects to provide ground truth labels. This method

was used to train a new transformer-based network ar-

chitecture, exploiting quality ranking of different distorted

sequences rather than minimizing the difference from the

ground-truth quality labels. The resulting deep VQA meth-

ods (for both full reference and no reference scenarios),

FR- and NR-RankDVQA, exhibit consistently higher cor-

relation with perceptual quality compared to the state-of-

the-art conventional and deep VQA methods, with average

SROCC values of 0.8972 (FR) and 0.7791 (NR) over eight

test sets without performing cross-validation. The source

code of the proposed quality metrics and the large train-

ing database are available at https://chenfeng-

bristol.github.io/RankDVQA.

1. Introduction

With the explosion of video streaming and conferencing

services, there has been a surge in the prevalence of video

content on the internet. It is reported that videos account

for 82% of the global internet traffic, with 4.8 Zetabytes

of video data being transmitted annually [8]. Given such

increasing demand, it is important that the quality of the

transmitted videos matches the requirements of the service

provider and the expectations of the end-user. To this end,

video quality assessment (VQA) methods are employed to

provide an objective measure of the perceived video qual-
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Figure 1. The performance of the proposed FR- and NR-

RankDVQA and selected benchmark VQA methods. Here the av-

erage SROCC values were used as the statistical parameter to mea-

sure their correlation with subjective ground truth. Both FR- and

NR-RankDVQA achieve the best performance in each category

(FR and NR), and NR-RankDVQA even outperforms some FR

quality metrics. The results for all the deep VQA methods shown

here are based on the fixed model parameters without performing

re-training on each database (intra database cross-validation).

ity. They therefore represent a crucial component in the

video coding process, enabling operating points exhibiting

appropriate trade offs between video quality and bit rate.

Other than video compression, VQA methods are also used

to assess the performance of various processing tasks such

as denoising [33, 56], restoration [31, 64], frame interpola-

tion [9, 15] and super-resolution [36, 37].

Conventional VQA approaches rely on signal process-

ing techniques to measure distortions. Notable examples

include PSNR, SSIM [65] and its variants [50, 66, 67],

VIF [55] and VIIDEO [45], VBLIINDS [51]. With the in-

creasing popularity of learning-based techniques, the hand-

crafted features in these metrics have also been enhanced

using machine learning models such as Support Vector Re-

gressors to achieve improved prediction performance, e.g.,

VMAF [30]. More recently, deep learning has driven the

development of video quality assessment methods [22, 71],

achieving promising results when compared to classical ap-
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proaches. However, deep VQA methods tend to be con-

strained by the following issues. (i) The lack of reliable

large and diverse training databases: Most existing meth-

ods were trained using a relatively small video database

(typically with only a few hundreds subjective labels)1. This

is widely acknowledged to be insufficient for training a

model with a relatively high network capacity. This is why

most existing deep VQA methods only perform well when

cross-validated on a single database yet show unsatisfactory

cross-dataset generalization ability, with inconsistent over-

all performance compared to conventional or regression-

based VQA methods, such as VMAF [30]. (ii) Ineffec-

tive training methods: The training processes used were

designed to consider one distorted content at a time. In

contrast, the ability of a metric to differentiate the qual-

ity of differently distorted versions of the same (or differ-

ent) source content is an important characteristic of a VQA

method which has not yet been exploited.

To address the above issues, in this paper, we propose a

ranking-based hybrid training methodology for deep VQA.

The main contributions of this work are summarized below.

• This paper proposes a new two-stage training method-

ology, which combines patch-wise VQA with spatio-

temporal pooling. This first uses VMAF-based quality

ranking information to train a deep VQA model, and then

employs multiple small video databases with subjective

ground truth to train an aggregation network for spatio-

temporal pooling. By using this new training framework,

the proposed deep VQA methods can achieve signifi-

cantly improved model generalization, and avoid the need

to perform intra-database cross-validation which is not a

practical evaluation method for real-world applications.

• More importantly, by using VMAF to generate ranking-

based labels, we have, for the first time, developed a

large-scale training dataset (204,800 video dodecuplet

groups with VMAF ranking-based annotations) for op-

timizing patch-level VQA models (Stage 1) without per-

forming costly subjective tests. This solution circumvents

problem (i) - the lack of reliable large training databases.

• During the training processes in both stages, we utilize the

quality ranking information associated with different

distorted videos (from the same or different source con-

tent). As such, we reformulate the primary aim of VQA as

differentiating the quality of two distorted videos, rather

than providing an absolute index for an individual se-

quence. This takes account of issue (ii) - ineffective train-

ing methods, and for the first time enables the combina-

tion of multiple VQA databases for training (in Stage 2).

To the best of our knowledge, we are the first to adopt

1Note that different VQA databases cannot be simply combined be-

cause of different experimental settings during subjective data collection.

ranking-based training for VQA and extend it by addi-

tionally considering dual-source ranking information.

• Based on the new training methodology, we have trained

a full reference (FR) and a no-reference (NR) deep

VQA method (RankDVQA), employing a transformer-

based architecture (for Stage 1) and a CNN-based ag-

gregation network (for Stage 2). Through comprehen-

sive evaluation on eight commonly used video quality

datasets, we show that both proposed metrics (FR-and

NR-RankDVQA) outperform their competing approaches

including VMAF (for the full reference metric) without

re-training or cross-validation on each database. This

is shown in Figure 1, where the average SROCC val-

ues are 0.8972 (FR) and 0.7791 (NR). To the best of our

knowledge, the proposed FR quality metric is the first that

consistently outperforms VMAF on various video quality

databases without re-training.

2. Related Work

Depending on the availability of reference content, VQA

methods can be classified into three sub-groups: full refer-

ence (FR), reduced reference (RR) and no reference (NR).

RR and NR models require either partial or no information

about the reference video, while FR approaches use both

the reference and the distorted video content as inputs. The

work mainly focuses on the FR and NR scenarios.

FR VQA methods. Among existing FR VQA methods,

PSNR and SSIM [65] are the most widely used approaches,

primarily due to their simplicity and low computational

complexity. However, to achieve better correlation with

subjective opinions, many perceptually-optimized quality

metrics have been proposed. These include SSIM vari-

ants [50, 66, 67], MAD [62], STMAD [63], MOVIE [53]

and PVM [74]. Netflix has developed a machine learning

based quality metric, VMAF [30], combining six differ-

ent video features using a Support Vector Regressor (SVR),

which provides consistently better correlation with subjec-

tive opinions over a wide range of content and distortion

types than most conventional VQA methods.

In recent years, deep neural networks have been increas-

ingly applied to image [1, 4, 21] and video [6, 10, 22, 40,

42, 69, 71] quality assessment. Such methods have demon-

strated the potential to compete with conventional quality

metrics. However, due to the limited cardinality of avail-

able subjective databases, most deep VQA methods have

been trained and evaluated on small databases through cross

validation. To train Convolutional Neural Network (CNN)

models, each video sequence is typically segmented into

a number of patches, all of which are labeled with the

sequence-level subjective quality scores. This sub-optimal

solution often results in overfitting and inconsistent perfor-

mance across different databases without re-training.
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Figure 2. Illustration of the proposed approach including network architectures and training strategies in both stages.

NR VQA methods. NR VQA models estimate the qual-

ity of a distorted video without any reference information.

Similar to FR methods, conventional NR quality metrics

usually extract features from the distorted video and com-

pare them in various (spatial, temporal, spatio-temporal,

and frequency and wavelet) domains. Notable examples

include BRISQUE [44], NIQE [46], VIIDEO [45], Video

BLIINDS [51], BIQI [47] and DIIVINE [48]. Recently, a

number of deep learning-based NR VQA methods, includ-

ing DeepVBQA [2], TLVQM [25], DeepSTQ [83], VSFA

[26], RAPIQUE [58], MDTVSFA [27], VIDEVAL [57] and

GSTVQA [5] have been proposed, providing enhanced per-

formance over classic methods, although their development

is still constrained with the same issue with deep FR meth-

ods - lack of sufficient and diverse training material.

Learning to rank. Most deep VQA methods mentioned

above were trained by minimizing the ℓ1/ℓ2 distance to the

subjectively assessed ground truth. However, it is more

important for a quality metric to provide accurate rank-

ing results given different distorted sequences. To this

end, learning-to-rank based methods have been proposed

in the context of no reference image quality assessment

[11,12,34,39,81,82]. However, these methods do not fully

exploit the ranking information associated with distorted

versions generated from both single and multiple sources.

Furthermore, this approach has not been fully applied for

generic VQA - it has only been used within a bespoke video

frame interpolation quality metric [15].

3. Proposed Method: RankDVQA

The architecture of RankDVQA is shown in Figure 2.

The input distorted video sequence (together with its corre-

sponding original counterpart for the FR case) is first seg-

mented into non-overlapped H×W ×C×N video volume

(patches). Here H and W correspond to the spatial resolu-

tion of the each image, and they are set to 256. C = 3
is the number of channels (YCbCr) and N is the number

of sampled frames, set to 12 here, following [15]. The in-

put dodecuplet(s) is first processed by a transformer-based

network which produces a patch-level quality index (Stage

1). The indices for all the dodecuplets in the same sequence

will be passed to an aggregation network that outputs the

final sequence level quality index (Stage 2). The network

architecture, training material and methodologies used in

these two stages are described below.

3.1. Stage 1: Patch Level Quality Assessment

Network architecture. In the first stage, the proposed

method employs a transformer-based patch quality assess-

ment network, PQANet, to predict a quality index, given

the input distorted patch, PD, (and its reference counter-

part, PR, in the full reference scenario), with a size of

256×256×3×12. If this network is used for FR quality as-

sessment, a residual patch, Pres is also calculated [21, 22],

Pres =
log(1/((PR − PD)

2
+ E/(2B − 1)2)

log((2B − 1)2/E)
, (1)
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where E equals 1 [21, 22], and B is the video bit depth.

The network architecture used in the first stage (shown in

Figure 2) is similar to that reported in [15], which is based

on Swin Transformer [35] blocks. Similar designs have also

been used in [18, 35, 68]. This network first employs a Fea-

ture Extraction (FE) module (a pyramid network) to extract

six levels of feature maps for each input patch. Each level in

the pyramid network comprises two 3 × 3 Conv2D layers,

with the second layer having a stride of 2 for downsampling.

The number of channels in each level increases in a progres-

sive manner, starting with 16 in the first level and reaching

128 in the final level. For each level, we concatenate the

features from all input patches to obtain the input for the

spatio-temporal (ST) module.

Based on the concatenated feature maps at each level,

we employ the ST module to estimate the spatio-temporal

quality at this level. The ST module first normalizes all

input features in the channel dimension [79], and concate-

nates them together. Different from [15], in the full refer-

ence scenario, we perform an element-wise multiplication

between residual features, Fres, and the concatenated fea-

tures, [FD Fres FR], (where FD,FR are extracted from

PD and PR), before feeding them into the linear embedding

layer that projects features to a fixed dimension of 32. This

has been proved to offer evident improvement over absolute

position embedding in [35]. The output, Femb is then pro-

cessed through a Swin Transformer block [35] and a linear

layer to obtain the quality index at this feature level. Finally

the indices for all six feature levels are averaged to calculate

the final patch level quality index, QP .

Training Database Generation. As highlighted in Section

1, there are two primary issues with most current deep VQA

methods, (i) a lack of large diverse training databases (ii)

ineffective training strategies. To overcome the first issue,

instead of using small video databases containing subjective

opinion scores, we developed a large-scale training database

containing diverse distorted sequences with artifacts com-

monly encountered in modern video streaming scenarios.

To generate the training content, we selected 230 source

sequences from the BVI-DVC dataset [38] and the training

database used in the CVPR 2022 CLIC video compression

challenge [13]. Each source sequence was segmented into

64 frames and converted to YCbCr 4:2:0 format. These se-

quences were then compressed using four standard video

codecs: H.264/AVC x264 [43], H.265/HEVC HM 16.20

[16], AOM/AV1 1.0.0 [3] and H.266/VVC VTM 7.0 [17],

at four quantisation levels to create diverse distortion types.

The codec versions and configurations are summarized in

Supplementary Material. To further augment the training

data, we also generated training content through resolution

adaptation, which is commonly used in video streaming

servers [19]. Specifically, all the source sequences were

first down-sampled to three lower spatial resolutions, by a

factor of 1.5, 2 or 3, using the Lanczos3 filter [59]. These

low resolution sequences were then compressed by the four

codecs mentioned above with the same coding configura-

tions (also with four quantisation levels). Each compressed

low resolution video was then decoded and up-sampled to

its original resolution using the Lanczos3 filter to obtain the

distorted sequence. This results in a total number of 14720

(230 sources × 4 resolutions × 4 codecs × 4 quantization

levels) distorted sequences. All the distorted videos are con-

verted to YCbCr 4:4:4 format for patch generation.

In order to perform ranking-based training, we produce

patch level training material based on two approaches -

single-source patch generation and dual-source patch gener-

ation. The former is used to improve the ability of the em-

ployed network to identify the quality difference between

distorted versions of the same source. This is an important

property of a VQA method when it is used for comparing

the quality of videos generated by different methods, such

as for video codec comparison. On the other hand, train-

ing on dual-source patches allows the model to produce

more reliable quality scores for videos with different con-

tent characteristics. We note that these two characteristics

have not been previously exploited in the development (or

training) of VQA methods.

To produce single-source patches, we first randomly

selected two distorted sequences corresponding to the

same reference sequence, then randomly segmented each

distorted sequence and its reference counterpart using a

non-overlapping spatio-temporal sliding window of size

256×256×12. Each segment generates three dodecuplets

(one for each distorted version, and one for the reference).

Secondly, to generate dual-source patches, we randomly se-

lected two distorted sequences, and segmented each (and

their respective reference videos) using the same sliding

window as mentioned above. The resulting patches can

come from different source sequences, or from the same

source sequence but at different spatio-temporal locations.

Doing this for each segment produces four dodecuplets (one

for each distorted patch, and one for each reference patch).

It is noted that, for training our NR VQA method, only dis-

torted patches are used, while both distorted and reference

patches are employed for the training of the full reference

quality metric, as shown in Figure 2.

To label all these patches with reliable quality scores

which correlate well with subjective ground truth, inspired

by the previous contributions in [7, 49, 73], we used the

VMAF (Video Multi-method Assessment Fusion) metric to

produce training targets for generated patches by compar-

ing each distorted patch with its corresponding reference. It

is further noted that, although VMAF provides relatively

consistent correlation with perceptual quality on various

video quality databases, its average correlation coefficient

(SROCC) of 0.85 is far from perfect [75].
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Figure 3. VMAF difference between every two distorted se-

quences versus the accuracy of VMAF compared to subjective

ground truth on the VMAF+ [30] database. (Left) Single sources.

(SS) (Right) Dual sources (DS).

To further improve the reliability of the training mate-

rial, we adopted a similar approach to that in [15] to eval-

uate the performance of VMAF on an existing database,

VMAF+ [30], in terms of the accuracy to differentiate the

quality of different distorted sequences of the same (or dif-

ferent) source sequences. The results are summarized in

Figure 3. It can be observed that, when the VMAF value

difference (between two distorted videos) is larger than 6

(for single source) or 15 (for dual sources), the differenti-

ation accuracy according to the subjective score difference

is above 95%2. We therefore use these two thresholds to

remove potential outliers in the labeled patches. Specifi-

cally, for patches in each segment, if the absolute VMAF

value difference between two distorted versions is smaller

than the threshold (for single source or dual source), we ex-

clude this segment from the final training dataset. In total,

this generated approximately 204,800 groups (each of them

corresponds to a single segment) of dodecuplet patches as-

sociated with the same number of VMAF difference labels,

in which there are 30% single sourcing patches and 70%

dual sourcing patches.

Ranking-inspired Training Strategy As shown in Figure

2, the employed PQANet is trained in a Siamese method

similar to that in [34, 70, 72]. Given two input distorted

patches PD,A, PD,B (and their corresponding reference

patches PR,A, PR,B for FR VQA) from the same patch

group, the difference between outputs of the patch qual-

ity assessment network, QPA
and QPB

, are compared

against their associated VMAF difference (after binariza-

tion), VMAFb (VMAFb = 1 if the VMAF value of patch

A is larger than patch B. Otherwise, VMAFb = 0). Specifi-

cally, we first calculate a probability p with a sigmoid layer,

p = sigmoid(QPA
−QPB

), (2)

and obtain the binary cross entropy loss as:

Ls1 = −(VMAFb log(p)+(1−VMAFb) log(1−p)). (3)

2We have used the same accuracy ratio 97.5% as in [15, 34] for single

source cases. A slightly lower ratio (96%) was utilized for dual source

cases in order to remove fewer outliers (to obtain more training samples).

This was used as the loss function to train the PQANet.

3.2. Stage 2: Spatio­temporal Pooling

Network Architecture. Most of the existing spatial-

temporal pooling approaches in deep VQA only take the

obtained patch-level quality indices as inputs [6, 22, 71],

but ignore the information within the distorted content. In

this work, inspired by [69] in which only temporal informa-

tion was extracted for pooling, we designed a novel spatial-

temporal aggregation network, shown in Figure 2, which

accepts both patch-level score tensors and the distorted fea-

tures maps (extracted in Stage 1) to obtain the final se-

quence level quality score.

First, the network takes all the patch level quality indices

generated in Stage 1, groups them in a 3D tensor and nor-

malizes the tensor size to WP ×HP × TP (the re-sampling

is based on simple local mean). Here we set up WP = 16,

HP = 9 and TP = 10. The network also re-uses the fea-

ture maps FD (Level 6 and Level 3 only [28, 29]) gener-

ated by the FE module in Stage 1 based on all the distorted

patches, and combines these feature maps in a 3D tensor

and re-sample it to the same resolution of the patch quality

tensor 16 × 9 × 10 (each component in this tensor corre-

sponds to two feature maps at level 6 and 3).

The distorted feature tensor is then fed into two 3D con-

volution blocks (each containing two 3D CNN layers with

kernel size of 3×3×3, channel number of 8, and stride of 1)

followed by a Softmax function to capture spatio-temporal

information, which is used to weight the patch level quality

indices. The weighted indices are then combined to produce

the final quality score for this video sequence.

Training Material. In Stage 2, we use video quality

databases containing subjective ground truth labels to train

the spatio-temporal aggregation network. As we still adopt

a ranking-inspired training strategy (as discussed below),

we are able to combine training content from multiple

video quality databases for the first time, which signifi-

cantly improves the training effectiveness. We employed

two databases, VMAF+ [30] and IVP [77] in the Stage 2

training. VMAF+ was used to train the original VMAF

model, while IVP contains diverse distortion types gener-

ated by different compression algorithms.

Each sequence in both databases was first segmented into

non-overlapped 256×256×3×12 patches and fed into the

PQANet to obtain patch level quality indices. These qual-

ity indices together with their corresponding sequence level

subjective opinion score (as the training target) were used

as the training material in Stage 2.
Training Strategy. As in Stage 1, a similar ranking-
inspired training strategy was also employed to train the
spatio-temporal aggregation network (STANet). For each
pair of randomly selected distorted sequences (from the
same database), denoted as X and Y , given their the input
patch quality indices, {QPX,i

} and {QPY,i
}, their patch-
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level features {FDX,i
} and {FDY,i

}, and the corresponding
normalized ([0, 100]) subjective opinion scores (e.g., MOS
or 100-DMOS), SX and SY , we calculate the following loss
to optimize STANet.

δ = STANet({QPX,i
}, {FDX,i

})− STANet({QPY,i
}, {FDY,i

})

(4)

Ls2 =∥ δ − (SX − SY ) ∥2 . (5)

We have used a total number of 16,000 sequences pairs

from both databases in the Stage 2 training. It is noted

that we take the subjective score difference into account

rather than perform the binarization as in Stage 1. This

is because we believe that this difference value (from real

ground truth) provides more important and accurate infor-

mation compared to that from VMAF.

4. Experiment Setup

Implementation Details. Pytorch 1.10 was used to imple-

ment both networks, with the following training parame-

ters: Adam optimization [23] with β1=0.9 and β2=0.999;

60 training epochs; batch size of 4; the initial learning rate

is 0.0001 with a weight decay of 0.1 after every 20 epochs.

Both training and evaluation were executed on a computer

with a 2.4GHz Intel CPU and an NVIDIA P100 GPU.

Evaluation Dataset and Configuration. To evaluate the

performance of the proposed methods and their model gen-

eralization, eight commonly used video quality datasets3

were employed including NFLX [30], NFLX-P [30], BVI-

HD [78], BVI-CCHD [76], BVI-CCHDDO [20], MCL-

V [32], SHVC [14] and VQEGHD3 [61]. In this experi-

ment, we did not re-train our model (or other learning-based

methods) on these databases and test their (intra-database)

performance through cross-validation, as this often leads

to less meaningful results (with correlation coefficients that

are close to 1) due to overfitting issues [6, 22, 71]. Instead,

we only used the training databases mentioned in Section

3 to optimize our approaches, and fixed the model parame-

ters during evaluation. This experimental design challenges

against the generalization of the tested VQA methods.

In the evaluation stage, for FR-RankDVQA, each dis-

torted sequence and its corresponding reference are seg-

mented into non-overlapping 256×256×12 spatio-temporal

patches and converted into YCbCr 4:4:4 formats as the in-

put of the PQANet. The output quality indices for all these

patches are then employed as the input of the STANet to

obtain the final quality index of this sequence. For NR-

RankDVQA, only distorted sequence is required and it is

processed following the same approach described above.

Evaluation metrics. To assess the performance of each

VQA method, four correlation statistics have been cal-

3In this paper, our evaluation solely focuses on HD content, as this is

the dominant format in modern video streaming.

culated: the Spearman Rank Order Correlation Coeffi-

cient (SROCC), the Pearson Linear Correlation Coeffi-

cient (PLCC), the Outlier ratio (OR) and the Root Mean

Squared Error (RMSE) [60] to appraise prediction accu-

racy (PLCC, RMSE), monotonicity (SROCC) and consis-

tency (OR). Due to the limited space in the main paper,

we only present SROCC results here, and include results

based on the other three metrics in the Supplementary Mate-

rial. Additionally, a significance test was also performed to

differentiate between the proposed methods (FR- and NR-

RankDVQA) and their benchmarks in each category (FR

and NR) on each test database. The approach in [52, 54]

was used in which an F-test was conducted on the residuals

between the subjective opinion scores and the predicated

quality scores by the tested VQA methods through a non-

linear regression employing a logistic function [60].

Benchmark VQA Methods. To benchmark the perfor-

mance of the proposed methods, we tested ten full reference

quality assessment methods, including three conventional

ones: PSNR, SSIM [65], and MS-SSIM [67]; and five deep

VQA methods:4 DeepQA [21], DeepVQA [22], C3DVQA

[71], DISTS [10] and LPIPS [80]; and two machine learning

(SVM regression) based quality metrics: GREED [40] and

VMAF [30] We have also evaluated eight NR VQA meth-

ods, among which MDTVSFA [27], CONVIQT [41] (unsu-

pervised learning), VIDEVAL [57] GSTVQA [5] are deep

learning based methods, while VIIDEO [45], BRISQUE

[44], NIQE [46] and TLVQM [24] are classic or machine

learning-based approaches. For all the deep learning-based

quality metrics, we used their publicly available pre-trained

models for result generation5.

5. Experiments

5.1. Quantitative Evaluation

Full Reference VQA Method Comparison. The results

in Table 1 shows that FR-RankDVQA achieves the highest

overall SROCC value of 0.8972 among all tested FR quality

metrics across eight databases. The second best performer

is VMAF, which is consistently inferior to FR-RankDVQA.

Based on the F-test results, their performance difference is

significant on BVI-HD and MCL-V databases. It is also

noted that all the deep VQA methods underperform VMAF,

and none of them achieve a SROCC value higher than 0.8.

In terms of complexity, the runtime of FR-RankDVQA

is 3.88 times slower than VMAF, similar to other under-

performing deep FR-VQA methods, such as DeepVQA [22]

4The selection of benchmark deep VQA methods are based on the re-

ported performance in the original literature and the availability of their

pre-trained models.
5As the primary contribution of this work is to develop generic deep

VQA methods which does not require cross-validation, we did not re-

training benchmark methods on different databases. The performance pre-

sented here shows the generalization characteristic of each model.
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SROCC↑ (F-test) NFLX NFLX-P BVI-HD BVI-CCHD BVI-CCHDDO MCL-V SHVC VQEGHD3 Overall Overall (SS)

Full Reference VQA Methods

PSNR 0.6218 (-1) 0.6596 (-1) 0.6143 (-1) 0.6166 (-1) 0.7497 (-1) 0.4640 (-1) 0.7380 (-1) 0.7518 (-1) 0.6520 0.9476

SSIM [65] 0.5638 (-1) 0.6054 (-1) 0.5992 (-1) 0.7194 (-1) 0.8026 (-1) 0.4018 (-1) 0.5446 (-1) 0.7361 (-1) 0.6216 0.9451

MS-SSIM [67] 0.7136 (-1) 0.7394 (-1) 0.7652 (-1) 0.7534 (-1) 0.8321 (0) 0.6306 (-1) 0.8007 (0) 0.8457 (0) 0.7601 0.9477

DeepQA [21] 0.7298 (-1) 0.6995 (-1) 0.7106 (-1) 0.6202 (-1) 0.6705 (-1) 0.6832 (-1) 0.7176 (-1) 0.7881 (-1) 0.7024 0.8854

LPIPS [80] 0.6793(-1) 0.7859 (-1) 0.6670 (-1) 0.6838 (-1) 0.7678 (-1) 0.6579 (-1) 0.6360 (-1) 0.8075 (0) 0.7107 0.9041

DeepVQA [22] 0.7352 (-1) 0.7609 (-1) 0.7330 (-1) 0.6924 (-1) 0.8120 (0) 0.6142 (-1) 0.8041 (0) 0.7805 (-1) 0.7540 0.9060

C3DVQA [71] 0.7730 (-1) 0.7714 (-1) 0.7393 (-1) 0.7203 (-1) 0.8137 (0) 0.7126 (-1) 0.8194 (0) 0.7329 (-1) 0.7641 0.9421

DISTS [10] 0.7787 (-1) 0.9325 (0) 0.7030 (-1) 0.6303 (-1) 0.7442 (-1) 0.7792 (-1) 0.7813 (0) 0.8254 (0) 0.7718 0.9235

ST-GREED [40] 0.7470 (-1) 0.7445 (-1) 0.7769 (-1) 0.7738 (-1) 0.8259 (0) 0.7226 (-1) 0.7946 (0) 0.8079 (0) 0.7842 0.9460

VMAF 0.6.1 [30] 0.9254 (0) 0.9104 (0) 0.7962 (-1) 0.8723 (0) 0.8783 (0) 0.7766 (-1) 0.9114 (0) 0.8442 (0) 0.8644 0.9455

FR-RankDVQA 0.9393 0.9184 0.8659 0.8991 0.9037 0.8391 0.9142 0.8979 0.8972 0.9814

No reference VQA methods

VIIDEO [45] 0.4550 (-1) 0.5527 (-1) 0.1297 (-1) 0.1308 (-1) 0.2523 (-1) 0.0406 (-1) 0.2033 (-1) 0.1881 (-1) 0.2440 0.3087

TLVQM [24] 0.4652 (-1) 0.4720 (-1) 0.3124 (-1) 0.1622 (-1) 0.3420 (-1) 0.2758 (-1) 0.4983 (0) 0.5382 (0) 0.3469 0.8239

BRISQUE [44] 0.7828 (0) 0.7861 (0) 0.2033 (-1) 0.3738 (-1) 0.3746 (-1) 0.3154 (-1) 0.3601 (-1) 0.5467 (0) 0.4716 0.5894

NIQE [46] 0.7959 (0) 0.8269 (0) 0.1932 (-1) 0.4247 (-1) 0.5225 (-1) 0.3985 (-1) 0.6210 (0) 0.5291 (0) 0.5390 0.7029

MDTVSFA [27] 0.5137 (-1) 0.6024 (-1) 0.3725 (-1) 0.4068 (-1) 0.5547 (-1) 0.5712(0) 0.6165 (0) 0.6422 (0) 0.5311 0.8872

CONVIQT [41] 0.6989 (-1) 0.7962 (0) 0.3489 (-1) 0.3706 (-1) 0.5381(-1) 0.6323 (0) 0.4983 (0) 0.6217 (0) 0.5631 0.6846

VIDEVAL [57] 0.7899 (0) 0.7261 (0) 0.5884 (-1) 0.6974 (0) 0.7620 (0) 0.4836 (-1) 0.6428 (0) 0.5326 (0) 0.6529 0.8621

GSTVQA [5] 0.8109 (0) 0.7858 (0) 0.4132 (-1) 0.7447 (0) 0.7665 (0) 0.7385 (0) 0.6710 (0) 0.7011 (0) 0.7040 0.9014

NR-RankDVQA 0.8346 0.7944 0.7326 0.7628 0.7994 0.7631 0.7118 0.8346 0.7791 0.9266

Ablation Study Results

V1 (ℓ1) 0.8793(0) 0.8816 (0) 0.7583 (-1) 0.7792 (-1) 0.8523 (0) 0.7678 (-1) 0.8238 (0) 0.8501 (0) 0.8190 0.9417

V2 (ℓ2) 0.8812 (0) 0.8883 (0) 0.7612 (-1) 0.7794 (-1) 0.8568 (0) 0.7696 (-1) 0.8234 (0) 0.8507 (0) 0.8263 0.9467

V3 (C3D) 0.9034(0) 0.8964 (0) 0.8233 (0) 0.8763 (0) 0.8961 (0) 0.8054 (0) 0.8692 (0) 0.8465 (0) 0.8653 0.9693

V4 (S1) 0.9201(0) 0.8983 (0) 0.8361 (0) 0.8825 (0) 0.8987 (0) 0.8231 (0) 0.8966 (0) 0.8544 (0) 0.8762 0.9617

FR-RankDVQA 0.9393 0.9184 0.8659 0.8991 0.9037 0.8391 0.9142 0.8979 0.8972 0.9814

Table 1. Performance of the proposed methods, other benchmark approaches and ablation study variants on eight HD test databases. The

values in each cell x(y) correspond to the SROCC value (x) and F-test result (y) at 95% confidence interval. y=1 suggests that the metric is

superior to FR-RankDVQA in the full reference track or NF-RankDVQA in the no reference track (y=-1 if the opposite is true), while y=0

indicates that there is no significant difference between them. The figures in red and blue indicate the highest and second highest SROCC

values respectively in each column.

(4.05×) and C3DVQA [71] (3.37×). Comprehensive com-

plexity figures can be found in the Supplementary Material.

No Reference VQA Method Comparison. In the no ref-

erence case, NR-RankDVQA also offers the best overall

performance compared to other tested NR VQA methods,

with an average SROCC of 0.7791. This figure is much

higher than that of the second best quality metric, GSTVQA

[5] (SROCC = 0.7040), and than some of the full refer-

ence VQA methods including PSNR, SSIM, MS-SSIM,

WaDIQA, DeepQA, DeepVQA and C3DVQA.

Assessing Content from Single Sources. As pointed out

in Section 3.1, it is important for a VQA method to accu-

rately differentiate the quality between distorted versions

from the same source or from different sources. The latter

has been effectively evaluated above, when the SROCC val-

ues were calculated for the whole database. In order to test

the single source case, following the evaluation procedure

in [15], we first compute the SROCC value for all the dis-

torted sequences from each individual source, and average

them among all sources within each database. The over-

all SROCC values (for all test databases) for selected VQA

methods are summarized in Table 1 (Overall (SS) column),

while comprehensive results can be found in Supplementary

Material. It can be observed that the proposed FR- and NR-

RankDVQA also outperform the benchmark algorithms in

each track (FR and NR). Both properties of the proposed

method (full reference) have further been confirmed in Fig-

ure 4 when compared with VMAF.
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Distorted A Distorted BReference Distorted A Distorted BReference A Reference B

77.57 61.24Human 50.00 82.50Human Human

84.83 87.62VMAF 69.56 60.37VMAF VMAF

79.69 70.55RankDVQA 68.41 74.98RankDVQA RankDVQA

√
√ √ √√ √

Distorted A Distorted BReference Distorted A Distorted BReference A Reference B

56.58 51.10Human 48.43 72.65Human Human

64.71 66.19VMAF 74.44 74.42VMAF VMAF

67.49 60.08RankDVQA 61.77 76.78RankDVQA RankDVQA

√
√ √ √√ √

Figure 4. Visual examples demonstrating the superiority of the proposed FR quality metric. For the frames on the left, it can be seen that

the distorted video A is given a higher subjective quality score than video B, and FR-RankDVQA correctly predicts this. Similarly for

frames on the right, although distorted video B shows less visual distortion from its reference compared to distortion between distorted

video A and reference A, VMAF fails to predict the correct quality rank (the proposed method does).

5.2. Ablation Study

To evaluate the primary contributions of this work, we

have evaluated the following RankDVQA variants in an ab-

lation study. Here we only focus on the FR scenario.

Effectiveness of the ranking-inspired Losses. One major

novelty of this work is the Ranking-inspired training strat-

egy. To evaluate its contribution and compare it with com-

monly used loss functions, ℓ1 and ℓ2 (between the output

of the network and the training target), in the VQA research

community, we have implemented two variants V1(ℓ1) and

V2(ℓ2) which replaced the Ranking-inspired loss functions

with ℓ1 or ℓ2 in both stages. The results for both variants

are also shown in Table 1, which are also outperformed by

FR-RanDVQA on all tested databases.

Effectiveness of PQANet. In order to validate the contribu-

tion of PQANet to the overall design, we evaluate the train-

ing framework on a different deep VQA model, C3DVQA,

creating V3(C3D). Except for the exchange of the first-stage

network, all other training settings (including the second

stage) are unchanged. It can be observed in Table 1 that

V3(C3D) is also outperformed by FR-RankDVQA, which

implies the effectiveness of the PQANet.

Effectiveness of STANet. To verify the effectiveness of the

STANet, we have replaced this aggregation network with a

simple arithmetic average operation, which is typically used

for spatio-temporal pooling. Its performance is denoted as

V4(S1) in Table 1. It can be observed by comparing this

variant with FR-RankDVQA, that the latter offers higher

SROCC values on all tested video databases.

6. Conclusion

In this paper, we propose new deep VQA methods based

on a ranking-inspired hybrid training methodology. We in-

troduce for the first time, the use of a large scale training

database (created without the need to perform expensive

and time consuming subjective tests) to optimize deep net-

works with high capacity for quality assessment. This also

supports the combination of multiple existing video quality

databases (with subjective ground truth labels) to train an

aggregation network for spatio-temporal pooling.

The proposed methods, FR-RankDVQA and NR-

RankDVQA, were fully tested on eight evaluation

databases, and were shown to exhibit higher correlation

with opinion scores when compared to other full refer-

ence and no reference VQA methods. To the best of our

knowledge, FR-RankDVQA is the first deep VQA method

that consistently outperforms VMAF on multiple databases

without conducting intra-database cross validation. Future

work should focus on more sophisticated pooling network

architectures and complexity reduction.
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