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Abstract

Multispectral (MS) imaging systems have a wide range
of applications for computer vision and computational pho-
tography tasks, but do not yet enjoy widespread adoption
due to their prohibitive costs. Recently, advances in the
design and fabrication of photonic metamaterials have en-
abled the development of MS sensors suitable for integra-
tion into consumer grade mobile devices. Augmenting ex-
isting RGB cameras and their processing algorithms with
richer spectral information has the potential to be utilized
in many steps of the image processing pipeline, but diverse
real world datasets suitable for conducting such research
are not freely available. We introduce Beyond RGB1, a real-
world dataset comprising thousands of multispectral and
RGB images in diverse real world and lab conditions that is
suitable for the development and evaluation of algorithms
utilizing multispectral and RGB data. All the scenes in our
dataset include a colorimetric reference and a measurement
of the spectrum of the scene illuminant. Additionally, we
demonstrate the practical use of our dataset through the in-
troduction of a novel illuminant spectral estimation (ISE)
algorithm. Our algorithm surpasses the current state-of-
the-art (SoTA) by up to 58.6% on established benchmarks
and sets a baseline performance on our own dataset.

1. Introduction

Cameras require color filter arrays (CFAs) [43] to dif-
ferentiate between different wavelengths of light and al-
low rendering of colorful images. The ubiquitous Bayer
array [8] introduced in 1976 uses three broad band filters
(red, green and blue) in a manner that emulates the color
perception of the human eye [28]. Despite their widespread
application, an inherent drawback to the employment of
wide band filters is the loss of spectral information from
the original optical signal which carries significant poten-

1Dataset available at: https://github.com/shirawerman/Beyond-RGB

tial for a wide range of computer vision applications. These
include, but are not limited to, color and material analy-
sis, agricultural inspection, food quality control and health-
care [1, 33, 42, 54].

Traditional hyperspectral (HS) and multispectral (MS)
imaging systems, such as push broom, line scan or tunable
filter cameras, have the ability to capture images with high
spectral resolution [3, 11, 45]. However, widespread adop-
tion of traditional HS and MS systems is unfeasible due
to their prohibitive cost, large size, long image acquisition
times and the need for substantial operator expertise. Re-
cent advances in the design of nanophotonic elements have
facilitated the creation of an MS imaging sensor in a com-
pact and low cost form factor suitable for mobile devices
by fabricating a CFA with multiple spectral channels onto a
consumer grade CMOS image sensor [38, 59].

Recreational photography is by far the most common use
case of imaging systems today, so it is natural to explore
how a mobile device augmented with an MS sensor could
benefit from additional spectral information. Previous work
has shown that MS data can be utilized to improve illumi-
nant estimation [64], to extract an estimate of the spectrum
of a global scene illuminant [62, 71] or an estimate of the
spectrum of multiple local illuminants [40, 57]. Addition-
ally, in [17] it was shown that RGB cameras can be made
more colorimetric by utilizing carefully chosen external fil-
ters so that the overall system response more closely obeys
the Luther condition [25,30,49]. These results indicate that
there is a potential for harnessing added spectral informa-
tion to improve both the auto white balancing (AWB) and
color space conversion processing steps which are crucial
to rendering colorimetrically accurate and visually pleasing
images [15, 31].

Developing algorithms which utilize both MS and RGB
images requires a diverse and large-scale dataset collected
in the real world with both MS and RGB cameras, accom-
panied by suitable ground truth information. Despite the
availability of numerous HS and spectral reflectance (SR)
datasets [4, 10, 18, 20, 40, 50–52, 60, 65, 70], they are often
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Figure 1. Illustrative examples from our dataset: (a) 1-5 sample scenes captured in a viewing booth, 6-15 sample scenes captured in the
field in indoor locations, 16-20 sample scenes captured in the field in outdoor locations; (b) the counterpart samples of 5, 10, 15 and 20
captured without the color chart; (c) the multispectral image cube of scenes 5, 10, 15 and 20; (d) the groundtruth illuminant spectrum
measurement of scenes 5, 10, 15 and 20 together with the estimation performed by our algorithm.

limited in size and content diversity which limits their util-
ity for algorithm development. To bridge the data gap, we
introduce the Beyond RGB dataset which includes 1680 di-
verse scenes collected in the lab and in the field, samples of
which are shown in Figure 1. We discuss the comparative
differences between datasets in Section 2.

To demonstrate the utility of Beyond RGB, we introduce
an adaptation of the well known Convolutional Color Con-
stancy (CCC) [5] algorithm, which we modify to perform
the illuminant spectral estimation (ISE) task. Our algo-
rithm achieves SoTA performance on previous ISE bench-
marks and provides a baseline performance level on our
own dataset.

Our main contributions can be summarized as follows:
(1) A diverse and large scale dataset of RGB and MS im-
ages from mobile devices with both colorimetric and illu-
minant spectrum ground truth, suitable for ISE, color con-
stancy and color accuracy tasks. (2) An adaptation of CCC
to the ISE task that improves on existing SoTA by up to
58.6%. (3) We show that our dataset and ISE algorithm are
easily adapted for fusion between MS and RGB data from
different devices.

2. Related Work
2.1. Related Datasets

Numerous HS and SR datasets have been developed over
the years [4,10,18,20,40,50–52,60,70] (Table 1). The dis-
tinction between the MS and HS domains is not clear cut
and usage of the terms varies across the literature. How-
ever, we observe that generally when the spectral bandwidth

Figure 2. CIE-1976-Luv uv chromaticity coordinates of illumi-
nants in the Beyond RGB dataset: (a) illuminants captured in lab
scenes (b) illuminants captured in the field. The dataset contains
93, 43 and 29 different illuminants in lab, indoor and outdoor
scenes respectively.

of each channel is less than 10nm or, equivalently, the in-
strument has more than 30 channels in the visible region, it
is considered to be HS. HS image datasets are convenient
for research, because high resolution spectral cubes can be
post-processed to include a subset of the original channels
as required for the application of interest. It is for this rea-
son that typically HS datasets are collected, as can be seen
in Table 1, as they allow for more versatile post-processing
than MS datasets which contain less spectral information.

If the scene illuminant is known, usually through in-
clusion of an achromatic reference target in the scene, HS
datasets may be post processed so that the scene illuminant
is removed from the HS image leaving an SR image. The
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Name Data Scenes Indoor Outdoor Staged Spectral Range
(Channels)

Colorimetric
Reference?

Illuminant
Spectra?

NS-FOS1 [51] HS 30 0 30 0 400-720nm (32) No Yes
NS-FOS2 [20] SR 8 1 7 0 400-720nm (32) No Yes
NS-FOS3 [19] HS 36 0 36 0 400-720nm (32) No Yes
NS-FOS4 [50] HS 30 0 30 0 400-720nm (32) No Yes

NS-FOS5 [18, 21] SR 50 0 50 0 400-720nm (32) No Yes
CAVE [70] SR 32 0 0 32 400-700nm (31) Yes Yes

Scyllarus [60] HS 73 13 45 15 400-720nm (32) No No
NUS [52] HS 66 8 27 31 400-700nm (30) No Yes

Harvard [10] HS 75 36 39 0 420-720nm (30) No No
ISNL [62] HS 17 11 6 0 405-700nm (30) Yes Yes

KAUST [40] SR 409 ∼280 ∼80 ∼49 400-730nm (34) No Yes
Arad 1K [4] HS 1000 ∼10 ∼990 0 400-1000 (201) No No

Color-Checker [22] RGB 568 ∼232 ∼336 0 - Yes No
NUS-8 [13] RGB 1736 ∼543 ∼1193 0 - Yes No
Proposed MS+RGB 1680 235 237 1208 380-730nm (16) Yes Yes

Table 1. A comparison of Beyond RGB and existing datasets. MS, HS, SR and RGB respectively indicate multispectral, hyperspectral,
reflectance and red-green-blue type data. The colorimetric reference and illuminant spectra columns indicate whether the dataset provides
the relevant ground truth source. We indicate the split between indoor, outdoor and staged scenes. We consider a scene to be ”staged” if
it is repeated multiple times under different illuminants, or if it is a lab setup. ∼ indicates an estimated number as the scene type is not
always clear.

utility of SR datasets lies in the ability to relight scenes in
post-processing with any desired illuminant. The nominal
domain on which an ISE algorithm is required to operate
is defined by the space of all possible scenes multiplied by
the space of all possible illuminants. Therefore, relighting
SR data reduces the requirement to capture many scenes
under many different lighting conditions. However, as ob-
served in [23], the naive simulation of illuminants by mul-
tiplying an SR image with an illuminant spectra does not
generate real-world effects such as inter-reflections, specu-
larity, shading or variation in intensity across the scene. Ad-
ditionally, there exists a large class of image regions which
are not well modelled by SR maps. Important examples of
these cases are specular highlights and blue sky, which also
serves as a memory color [56] and is thus particularly im-
portant to be rendered correctly.

Our dataset contains real world images, including re-
gions which are often avoided in SR datasets, and since
the distribution of lighting in Beyond RGB is not post-
processed synthetically, it is guaranteed to be physically ac-
curate. We empirically demonstrate the existence of a do-
main gap between a relit SR dataset and our own dataset in
Section S2.2 of the supplementary material.

A second limitation of HS and SR datasets is the long ex-
posure time required for image acquisition, due to the me-
chanical scanning mechanisms and narrow bandwidth fil-
ters often used by HS imagers. This complication makes
it difficult to photograph moving subjects (people, animals,
etc.) and is time consuming which leads to smaller datasets

as can be seen in Table 1, where the majority of datasets
have a bias to outdoors images and only [4,40] contain more
than a few tens of images. To further emphasize, we note
that with the exception of a handful of images in [60, 70]
none of the HS and SR datasets surveyed in Table 1 contain
any images of people; 11% of the field scenes in our own
dataset contain people or animals. It is due to these limita-
tions that Gijseni et al. recommend utilizing both SR and
real world datasets for the evaluation of color constancy al-
gorithms [23]. Indeed, the two datasets which have become
most commonly used in color constancy research are the
real world Color-Checker [22] and NUS-8 [13] datasets and
we structure our own dataset after these.

Of the available HS and SR datasets the two most sim-
ilar to our own are Arad 1K [4] and KAUST [40] datasets
which have a similar amount of scenes. While Arad 1K
has a large amount of diverse field scenes, it is captured al-
most exclusively outdoors and does not contain a colorimet-
ric reference nor is the illuminant spectra measured making
it unsuitable for the tasks we are interested in. The KAUST
dataset is similar in magnitude to our own, however due to
the limitations mentioned above it is limited in the diversity
of subjects it captures.

2.2. Illuminant Spectral Estimation

The image formation model giving rise to the ISE prob-
lem for a camera with N channels is,

Ik(x, y) =
∫
Λ

R(x, y;λ)L(λ)fk(λ)dλ k ∈ [0..N) (1)
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Where (x, y) are the spatial coordinates of a given pixel, k
is the channel index, fk(λ) is the system response function
for the k-th channel, Ik is the k-th channel of the observed
image, and λ is the parameter indicating the observed wave-
length of light. R and L are respectively the unknown scene
reflectance and the unknown scene illuminant. Λ is the do-
main of integration over wavelengths where the camera has
non-negligble response. The model of Eq. 1 is a common
simplification that assumes a spatially uniform illuminant
and negligble specular highlights.

Our goal is to estimate L(λ) given only the observed
image I(x, y), a task that is well known to be fundamen-
tally under-determined. Overcoming the under-determined
nature of the problem is the central challenge in ISE and
previous works have addressed it with subspace modelling
of both illuminance and reflectance [12, 24], and by careful
formulation of the optimization problem and it’s heuristics
[16, 29]. Another common approach is to exploit the low
dimensionality of natural reflectance spectra [44, 55] and to
pose the problem as a low rank matrix factorization prob-
lem [71]. Other strategies involve selection of pixels which
are likely to be achromatic [9,37,62,66] and thus reflect the
required spectra without modification. Finally, recent ap-
proaches have utilized deep learning techniques to perform
pixelwise ISE utilizing a CNN [58] and by explicitly mod-
eling matrix factorization into an unrolling network [40].
However, the number of learning based approaches have so
far been limited by the lack of suitable data, which was un-
available prior to the release of the KAUST dataset by Li et.
al. [40].

Color constancy, the task of estimating the color of the
scene illuminant, is a widely studied topic [2, 5, 7, 9, 26, 27,
37, 39, 41, 61, 66, 68, 69] due to it’s central role in rendering
correct color in images. It is closely related to the ISE task,
solving the same fundamental Eq. 1 but without seeking
to explicitly recover the full spectra. In CCC [5, 7] Bar-
ron et. al. formulated the log-chroma histogram feature,
which has been widely influential in further work [35, 69],
and posed the color-constancy problem as a discriminative
learning task. More recently, deep learning based methods
have made large performance improvements on the color
constancy task by applying contrastive learning, deep met-
ric learning and the transformer architecture [39, 41, 69].

Taking our cue from the progression of techniques
demonstrated to be effective on the color constancy prob-
lem, and with the availability of suitable datasets such as
our own, we show that the core ideas of [5] can be trans-
ferred to the ISE task with significant performance gains
compared to previous methods. We hope the community
will utilize Beyond RGB to further this avenue of research.

3. Beyond RGB Dataset
Scenes. Beyond RGB contains 1680 scenes, of which

472 are collected in the field and 1208 are collected with an
automated viewing booth. The scenes collected in the lab,
are comprised of 13 distinct scenarios a sample of which
can be seen in the top row of Figure 1. We designed these
scenarios, so that some include a wide gamut of colors (e.g.
Figure 1.a.5), while others have a few primary dominant
colors (e.g. Figure 1.a.1). The automated lab setup is a
custom built viewing booth, with 12 different light sources
which can be turned on and off using a controller. The illu-
mination in the viewing booth is spatially uniform, and the
ability to control light sources allows us to generate many
distinct mixtures. In practice we generate 93 different illu-
minations, whose location on the CIE1976 chromaticity di-
agram is shown in Figure 2.a. The lab illuminants provide
good coverage of the Planckian locus from a CCT [47] of
1801K to a CCT of 14132K, and also include some heavily
tinted illuminants off of the locus.

The field scenes allow us to capture real world scenar-
ios and are comprised of 235 scenarios in indoors settings
and 237 scenarios in outdoors settings. They are collected
at many different locations, hours of the day and contain di-
verse subject matter such as people, animals, buildings and
vegetation. The illuminants present in the field scene are
primarily located on the Planckian locus (Figure 2.b) as can
be expected for natural light. The field illuminants also have
good coverage of the Planckian locus spanning a CCT range
of 2642K to 7278K in indoor scenes, and 4021K to 11753K
in outdoor scenes.

MS Sensor. For MS images, we use a prototype cam-
era with 16 distinct filters arranged in a 4x4 CFA shown
in Figure S1, and a native resolution of 2584x1936 pixels
which corresponds to a resolution of 646x484 pixels in each
spectral channel. The Fabry-Perot type bandpass filters are
fabricated and placed on top of pixels of a CMOS image
sensor (CIS). We provide the MS data as an HDF5 [34] file
in the native resolution with minimal post-processing that
consists of removing the black level, normalizing by the
saturation level, correcting bad pixels by linear interpola-
tion with nearest neighbors of the same channel, correcting
lens shading and noise reduction with an edge preserving
bi-lateral filter [48].

RGB Cameras. For reference RGB cameras we uti-
lize two widely available flagship Android phones. A Sam-
sung Galaxy S21 Plus SM-G996B with a native resolution
of 4032x3024 pixels and an Oppo Find X5 Pro CPH2305
with a native resolution of 4096x3072 pixels. We furnish
the original RAW image data as an HDF5 file along with
the corresponding metadata, only modified as necessary to
ensure privacy. The RGB images are captured simultane-
ously with the MS image to ensure that the same scene is
viewed in both images.
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Camera Intrinsics and Extrinsics. For both the RGB
and MS cameras we provide camera intrinsics in the form
of a camera projection matrix and distortion parameters. To
allow for rectification of scenes we also provide the rela-
tive pose of the RGB and MS cameras in scenes where the
color-chart is presented. Further information is provided in
section S3.2 of the supplementary material.

Spectrophotometer. We acquire spectral measurements
using an X-Rite i1Pro 3 Plus in ambient mode, which uti-
lizes a calibrated cosine corrected diffusive element to col-
lect half-hemisphere incident illumination. The spectropho-
tometer collects spectra in the range of 380-730nm at a res-
olution of 10nm. Each spectra is measured near the color
calibration target with the sensor head facing away from the
target.

Color Calibration. To characterize color accuracy we
include an X-Rite ColorChecker Classic calibration board
in every scene. We frame the ColorChecker with April-
Tag fiducial markers [53, 67] for accurate detection in all
scenes, and provide bounding contours for the patches of
the color chart in all images. To avoid the need for masking
or cropping off the color chart when the dataset is used for
algorithm training, we photograph each scene in the dataset
twice: once with the color chart presented, and then once
again with the color chart removed.

Privacy. In accordance with the privacy protocol estab-
lished in [36], we blur faces and license plates present in the
dataset. An H/3 x H/3 average blurring window was applied
separately to each channel of RGB or MS image, where H
is the height of the blurred area, thus maintaining the aver-
age signal level originally present in the region. The blurred
area edges includes outer border pixels for the average cal-
culation. We provide coordinates of regions that have been
blurred.

4. Illuminant Spectral Estimation Method
Our algorithm is comprised of three main stages: (1)

Division of an input MS image into triplets, (2) process-
ing of each triplet by a CCC block and (3) converting the
CCC block outputs to a spectrum estimate using a CNN. An
overview of our method is shown in Figure 3. Implementa-
tion details can be found in Section S1 of the supplementary
material.

4.1. Multispectral Triplets

Given a raw MS image Iraw of shape H × W patterned
according to the CFA in Figure S1, we rearrange it into an
MS cube of shape 16× H

4 × W
4 which we denote as I. From

the 16 channels, we choose M different triplets Ti:

Ti = [c1i , c
2
i , c

3
i ] (2)

where the cki are channel indices in {0, ..., 15}.

Figure 3. Method description: Top The channels of an input MS
cube I are divided into M triplets, each of which is converted to a
log-chroma histogram and processed by a CCC block. The CCC
blocks output score maps fi(I), which are then concatenated and
processed by a CNN which outputs the estimated spectrum S. Bot-
tom During training we use the colorimetric reference in IG to ex-
tract GT triplet ratios and generate M cost maps CTi which are
used for calculating LCCC. LCNN is calculated using the measured
GT spectrum S′.

For each triplet Ti we create a stack of the relevant chan-
nels from the MS cube I:

ITi
= [Ic1i , Ic2i , Ic3i ] (3)

Concretely, we use M = 21 and choose 14 triplets
of consecutive MS channels and 7 additional triplets from
channels which have little spectral overlap.

4.2. Single CCC Block

The CCC block and loss used in our method are imple-
mented exactly as defined in [5]. For clarity in explaining
our method we repeat some of the definitions, but we refer
the reader to the original paper for a full discussion.

For each channel triplet Ti we construct the correspond-
ing normalized 2D log-chroma histogram Ni(u, v). The
log-chroma histogram is convolved with a learned filter us-
ing the “pyramid context” technique [6], by constructing a
pyramid from the histogram, convolving each scale of the
pyramid with a small learned filter, and then collapsing the
filtered histogram. For notational simplicity, let us denote
the convolutions pyramid as a single convolutional filter Fi

for triplet Ti as:

fi(I) = softmax(Ni ∗ Fi) (4)

The filters Fi are learned using the loss function defined
in CCC. First, we define a cost map C for triplet Ti as:

CTi(u, v) = AE

e−u′
i

1

e−v′
i

 ,

e−u

1
e−v

 (5)
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Where u, v and u′
i, v

′
i are respectively the observed and

ground truth chrominance values for triplet Ti, the expo-
nent is used in order to cancel the log from the definition of
uv, and the angular error between two vectors is defined as:

AE(v1, v2) = arccos

(
⟨v1, v2⟩∥∥v1
∥∥∥∥v2

∥∥
)

(6)

The final CCC loss function is the multiplication between
the uv score maps fi(I)[(u, v)], and the uv cost map calcu-
lated using the log-chrominance GT:

Li
CCC =

∑
u,v

fi(I)(u, v) · CTi
(u, v) (7)

4.3. Multiple CCC Blocks

We learn a separate CCC block for each triplet Ti. In
each block, we use a 7-level pyramid comprised of 5x5
convolution kernels and bilinear interpolation for the up-
sampling and down-sampling processes.

The spectral information of neutral areas in a given
scene, is correlated with the scene illuminant spectra. To
calculate GT chrominance values for each triplet, the illu-
minant value of each MS channel is needed. In order to get
the most precise value of the illuminant for each channel,
we use the colorimetric reference available in our dataset.
We use the median of a gray patch in IG as shown in Figure
3, and calculate:

u′
i = log(med(IG

c2i
)/med(IG

c1i
))

v′i = log(med(IG
c2i
)/med(IG

c3i
))

(8)

Where IG is the gray patch MS data in the MS image with
the color-chart presented. The cost map CTi defined in Eq.
5 is calculated for each triplet using u′

i, v
′
i, and then used to

calculate the loss component defined in Eq. 7. Each CCC
block output is effectively a score map for the log-chroma
histogram bins, so we expect to get a higher score for uv
bins which are close to the true uv of each relevant triplet.

4.4. CNN Block

The (u, v) spatial distribution of the score maps contains
information which we want to utilize to estimate the scene
illuminant. We concatenate the scores maps, and input to
a CNN block that is trained to predict the relative power
spectral density S.

The loss for the CNN is taken between the predicted
spectrum S and measured GT spectrum S′,

LCNN = AE(S′,S) (9)

In the case of the Beyond RGB dataset, S′ is a 36 chan-
nel vector representing the relative power spectral density

between 380nm to 730nm at 10nm intervals, measured us-
ing the spectrophotometer as described in Section 3.

The full training loss used is,

L = w1 ·
∑

i∈[0,M ]

Li
CCC + w2 · LCNN + w3 · Lwd (10)

Where Lwd is a weight-decay regularization component
and w1,2,3 are scalar weights to balance the loss contribu-
tions. The gradients from LCNN propagate only to the CNN
block, and are not propagated back to the CCC blocks.

5. Experiments & Results
We evaluate the proposed method on two established re-

flectance datasets KAUST and CAVE [40,70] which we re-
light using 59 standard illuminants from [46], and on our
own Beyond RGB dataset.

We report the commonly used angular error metric of Eq.
6 in degrees. However, since some of the compared meth-
ods output results which are not equivalent to a full spec-
trum estimation, we report three flavors of angular error:

∆AHS = AE(S′,S)
∆AMS = AE(MCALS′,SMS)

∆AXYZ = AE(MCMFS′,SXYZ)

(11)

Where S′ is the GT spectrum measurement and S is the al-
gorithms’ full spectrum estimate. SMS is the output estimate
for algorithms which output their illuminant estimate in the
MS channel space and similarly SXYZ denotes output in the
CIE-1931 XYZ space. MCAL is the calibration matrix con-
verting S′ to an expected 16 channel MS signal derived from
the MS sensor filter responses (Fig. S1), and MCMF is the
standard CIE-1931 CMF [14] which converts S′ to the XYZ
space.

5.1. Spectral Reflectance Datasets

We work with KAUST and CAVE SR images of shape
31x512x512, that represent the SR of each pixel at wave-
lengths between 400nm and 700nm in 10nm intervals. The
KAUST dataset has SR information up to 730nm, but we
truncate the last few channels so that the data is equivalent
to CAVE. We relight the scene by multiplying each pixels’
reflectance vector by a diagonal matrix with the spectrum
of the desired illuminant to get a 31 channel HS image I31.
To simulate our own 16 channel MS sensor, we also convert
I31 into a 16 channel MS measurement using the calibra-
tion matrix MCAL derived from the MS channel responses
of Fig S1 for a final output I16 of size 16x512x512. For
both datasets, we mask the white reference while training
and testing.

We train our proposed method using both the full HS I31
input and the lower dimension MS I16 input to perform a
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Dataset Method mean-∆AHS ↓ std-∆AHS ↓

KAUST

GrayEdge 11.46 8.02
LRMF 24.06 23.49
ISNL 20.05 11.46
PWIR 28.07 21.20
DUN 9.17 6.30

Ours-16ch 8.98 4.97
Ours-31ch 7.30 4.45

CAVE

GrayEdge 18.33 14.89
LRMF 20.05 15.47
ISNL 22.92 16.62
PWIR 34.95 21.20
DUN 16.04 13.75

Ours-16ch 9.46 5.05
Ours-31ch 6.64 3.62

Table 2. ∆AHS comparison between the proposed method using
HS data (Ours-31ch), the proposed method using MS sensor raw
space data (Ours-16ch), and other ISE methods, on KAUST &
CAVE datasets. Results of other methods on KAUST and CAVE
are as reported in [40]. Green and yellow highlights respectively
indicate best and second best results.

fair comparison to other methods which utilized the full HS
data. When training on full HS input we select 29 consec-
utive triplets as inputs. In both cases training is done on
random 256x256 crops of the images. We follow the proto-
col of [40] and train on a random 80% split of HS images
from KAUST with 80% of the illuminants, and report the
evaluation results on the remaining 20% of images and illu-
minants.

We compared our proposed method with six exist-
ing methods for illuminant spectral estimation, including
GrayEdge [32, 66], LRMF [71], ISNL [63], PWIR [57] and
DUN [40], using the results reported by the last. As shown
in Table 2, our proposed method using the full 31 HS chan-
nel input achieves the best results on both datasets outper-
forming DUN by 58.6% and 20.3% on CAVE and KAUST
respectively. Utilizing only the 16 channel MS input de-
grades the results but still outperforms previous methods
which utilized the full HS input by 41% and 2%. On the
CAVE dataset, which is not included in training, the pro-
posed method generalizes significantly better than the com-
pared methods.

5.2. Beyond RGB Dataset

Beyond RGB dataset evaluation is performed on a ran-
domly selected 80%/10%/10% train/val/test split, with the
split being taken separately between lab and field scenes to
avoid over representation of lab scenes in the 10% splits.
The model is trained on random 256x256 crops of the
scenes without the colorimetric reference. We evaluate
the performance of the proposed method on Beyond RGB

Dataset Method ∆AHS ↓ ∆AMS ↓

mean std mean std

Lab

GrayWorld 6.17 4.09
GrayEdge 8.97 5.02

LRMF 21.59 2.28
PWIR 27.10 10.86 11.03 6.81
Ours 5.92 2.92 2.05 1.39

Field

GrayWorld 6.85 2.40
GrayEdge 11.39 3.93

LRMF 21.90 1.20
PWIR 16.31 6.07 6.07 3.35
Ours 7.22 5.54 2.73 2.46

Table 3. ∆AHS and ∆AMS comparison between the proposed
method and other ISE methods on the Beyond RGB dataset. Green
and yellow highlights respectively indicate best and second best
results.

data compared to GrayWorld (GW) [9,32], GrayEdge (GE),
LRMF and PWIR. We could not evaluate DUN on the Be-
yond RGB dataset, since it requires reflectance data for
training.

Table 3 shows statistics of ∆AHS and ∆AMS on the Be-
yond RGB lab and field scenes, and sample results are
shown in Figure 4. GrayWorld, GrayEdge and LRMF are
evaluated using only ∆AMS, because their natural output on
Beyond RGB is a 16 channel vector in the MS sensor raw
space and direct conversion from SMS to S leads to large
errors due to the spectral response of our real-world filters
(Fig. S1) which are not as clean and narrow as the responses
typically found in HS data.

We observe that the magnitude of ∆AHS of the proposed
method on Beyond RGB is similar to that achieved when
evaluating on KAUST and CAVE datasets in Table 2, even
though it utilizes a real world MS sensor suitable for mobile
devices. This result, together with the SoTA performance
achieved on SR datasets even with reduced channels, em-
phasizes the potential of solving the ISE problem using MS
sensors on mobile devices. We note that PWIR performs
worse on the lab images than on the field images, which
may indicate that it has difficulty generalizing to illuminants
that are far from the Planckian locus.

5.3. MS & RGB Fusion

Utilizing the RGB data in Beyond RGB, we demonstrate
a simple extension of our proposed method to include RGB
and MS data from different devices. We train our method
with three different input modalities: (1) Only MS data as
explained in Section 4 and Section 5.2. (2) Only RGB data
by utilizing RGB images as a single triplet input to our
method. And, (3) fusion of MS and RGB data by expanding
our standard MS algorithm with an additional triplet from
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Figure 4. Sample results from the Beyond RGB test set: Top RGB image of the scene. Middle Spectrum estimate of our method and
PWIR compared to the GT. Bottom MS channel estimates of our, LRMF, GE and GW methods compared to the GT.

Dataset Version ∆AHS ↓ ∆AXYZ ↓

mean std mean std

Lab

RGB-O 7.81 7.94
RGB-S 6.39 7.29

MS 5.84 3.46 2.30 2.08
Fusion-O 5.54 3.23 2.26 2.15
Fusion-S 5.72 3.38 2.26 2.05

Field

RGB-O 6.08 4.66
RGB-S 6.76 6.87

MS 7.44 4.51 3.44 2.75
Fusion-O 7.12 4.73 3.18 2.89
Fusion-S 7.26 5.01 3.28 3.09

Table 4. ∆AHS and ∆AXYZ comparison of different versions of
the proposed method on the Beyond RGB dataset. RGB-O and
RGB-S respectively indicate RGB version using Oppo and Sam-
sung devices data. Fusion-O and Fusion-S respectively indicate
fusion version of MS data together with Oppo and Samsung de-
vices RGB data. Green and yellow highlights respectively indicate
best and second best results.

an RGB image. For RGB data, we use the raw RGB im-
age captured by the Oppo Find X5 Pro CPH2305 or Sam-
sung Galaxy S21 Plus SM-G996B devices as an input. All
the evaluations are performed with the same 80%/10%/10%
train/val/test split. The output of the MS and fusion versions
is our standard S, while that of the RGB version is trained
to output SXYZ.

Table 4 shows the ∆AHS and ∆AXYZ statistics on the Be-
yond RGB dataset, using the different versions of the pro-
posed method. The ∆AXYZ results clearly show the benefit
of utilizing MS data compared to RGB. In addition, the re-
sults of the MS and RGB fusion, slightly but consistently
outperforms that of the MS version, which shows the po-
tential of MS and RGB fusion based ISE solution.

6. Summary

Limitations: In contrast to HS and SR datasets, Beyond
RGB is constrained to a specific set of spectral response
filters. It is therefore impractical to use Beyond RGB for
testing optimal filters or calibrating algorithms for spectral
responses other than those used when collecting the data.
Additionally, the cameras used have not been photometri-
cally calibrated and thus Beyond RGB cannot be used for
extracting absolute spectra.

Future Work: We expect future work can explore the
utilization of MS data in improvement of color accuracy
of RGB cameras and improvement of white-balance algo-
rithms whose global illumination estimation step is closely
related to ISE. Further work can also explore the application
of techniques and computational frameworks which have
been shown to be effective in color constancy algorithms,
and utilize the presence of multiple cameras in the dataset
to assess cross-camera MS/RGB algorithms. It would also
be advantageous to understand the source of the domain gap
between re-lit SR data and directly captured MS data as in
Beyond RGB.

Conclusion: We have presented Beyond RGB, a diverse
and large scale dataset that includes a large variety of il-
luminants and scenes captured with mobile MS and RGB
cameras, together with a novel SoTA ISE algorithm as an
example usage of our dataset. Our SoTA results on previ-
ous benchmarks show that adapting lessons learned from
the rich research of color-constancy algorithms can lead to
significant improvements on the ISE task, and that there is
much untapped potential in this avenue of research now that
suitable data is available. Additionally, we demonstrated
the usage of our dataset by fusion of RGB and MS data
from disparate sensors. We hope that Beyond RGB will en-
able future research into fusion of MS and RGB data, col-
orimetric accuracy of mobile devices, MS enhanced color-
constancy, and practical applications of ISE.
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