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Abstract

Continuous unsupervised representation learning (CURL)
research has greatly benefited from improvements in self-
supervised learning (SSL) techniques. As a result, existing
CURL methods using SSL can learn high-quality represen-
tations without any labels, but with a notable performance
drop when learning on a many-tasks data stream. We hy-
pothesize that this is caused by the regularization losses that
are imposed to prevent forgetting, leading to a suboptimal
plasticity-stability trade-off: they either do not adapt fully to
the incoming data (low plasticity), or incur significant for-
getting when allowed to fully adapt to a new SSL pretext-task
(low stability). In this work, we propose to train an expert
network that is relieved of the duty of keeping the previous
knowledge and can focus on performing optimally on the
new tasks (optimizing plasticity). In the second phase, we
combine this new knowledge with the previous network in
an adaptation-retrospection phase to avoid forgetting and
initialize a new expert with the knowledge of the old network.
We perform several experiments showing that our proposed
approach outperforms other CURL exemplar-free methods
in few- and many-task split settings. Furthermore, we show
how to adapt our approach to semi-supervised continual
learning (Semi-SCL) and show that we surpass the accu-
racy of other exemplar-free Semi-SCL methods and reach
the results of some others that use exemplars.

1. Introduction
Continual learning (CL) designs algorithms that can learn

from shifting distributions (non-IID data), generally this is
modeled by learning from a sequence of tasks [14]. The main
challenge for these methods is the problem of catastrophic
forgetting [41], which is a dramatic drop in performance
on previous tasks. Most CL approaches, therefore, need

*Corresponding author

to address the trade-off between acquiring new knowledge
(plasticity) and preventing forgetting of previous knowledge
(stability). The vast majority of existing methods in continual
learning have focussed on supervised learning, where the
incoming data stream is fully labeled. In this paper, we focus
on continual learning on unsupervised data.

Only recently, some works have explored continual learn-
ing on unsupervised non-IID data-streams [22, 19]. Moti-
vated by the tremendous progress in unsupervised learning,
notably of contrastive learning approaches [11, 61], methods
aim to extend these methods to the continual setting. An
additional motivation is the fact that unsupervised learning
tends to lead to more generalizable feature representations
since features that are not relevant to the specific discrimina-
tive task are not automatically discarded. This can potentially
lead to representations that can faster incorporate new tasks
without incurring significant amounts of forgetting. PFR [22]
uses a projection head after the feature extractor of an SSL
framework to predict past representations. Projected repre-
sentations are motivated to be close to past representations;
therefore, the present model is encouraged to remember past
knowledge. CaSSLe [19] uses a similar strategy as PFR, but
the projection head is used after the projector of the SSL
approach. Even though these methods obtain satisfactory
results, they struggle to adapt to new tasks without jeop-
ardizing the vast knowledge already accumulated by the
network. We hypothesize that the regularization imposed by
these methods to avoid forgetting hurts the learning process
of CURL in the following ways: 1) the SSL component
cannot fully adapt to the incoming data (low plasticity), 2)
The model will have a significant drift (forgetting) when
the current model is unable to perform the SSL pretext-task.
These effects increase as the number of tasks increases, and
consequently, the data for training reduces.

Complementary learning systems (CLS) theory [40, 31]
proposes a computational framework in which the interplay
between a fast (episodic memory/specific experience) and
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a slow (semantic/general structured) memory system is the
core of the mechanism of knowledge consolidation. Several
existing CL methods have taken inspiration from CLS as a
way to find a good stability-plasticity trade-off (see [44, 45]
for a review). The fast learner can quickly adapt to new
knowledge, which then is carefully absorbed by the slower
learner. DualNet [47] proposes to use a self-supervised
method to train the slow, more generic learner, which weights
can be quickly adapted for solving a supervised task with
exemplars from the replay buffer. Recently, in [2] the authors
proposed to use a CLS-based approach and maintain separate
plastic and stable models for online CL with experience
replay. However, existing methods that exploit CLS for
continual learning have in common that they only consider a
supervised learning scenario.

This paper aims to apply complementary learning systems
theory to improve continual learning from unsupervised data
streams. The existing methods [22, 19] can suffer from sub-
optimal stability and plasticity on longer sequences since
they have difficulty adapting to the new knowledge required
to address the latest task, while maintaining the vast knowl-
edge already learned on earlier tasks. Instead, we propose to
train an expert network that is relieved of the task of keep-
ing the previous knowledge and can focus on the task of
performing optimally on new tasks. In the second phase,
we combine this new knowledge with the old network in an
adaptation-retrospection phase to avoid forgetting.

In conclusion, the main contributions of this work are :

• A new exemplar-free continual unsupervised repre-
sentation learning (CURL) method called Plasticity-
Optimized COmplementary Networks (POCON). Ex-
isting CURL methods learn new knowledge while im-
posing regularization to prevent forgetting. Instead,
POCON separates the learning of new knowledge from
the knowledge integration part. Analysis confirms that
this leads to a better stability-plasticity trade-off.

• Extensive experiments confirm that POCON outper-
forms state-of-the-art CURL on various settings (e.g., a
5-9 % performance gain over CaSSLe on ImageNet100
for a 20-100 task-split). Unlike previous CURL meth-
ods, POCON can thrive in low-data regimes (such as
small-task incremental learning) and setups without
task boundaries. We also demonstrate the application
of POCON to semi-supervised continual learning.

• We propose and evaluate a heterogeneous version of
POCON, where the main network can have a different
network architecture than the expert. This opens up the
possibility for interesting applications where a slow/big
network can be deployed in a cloud environment, while
a fast/slow learner can be utilized on an edge device,
such as a mobile phone.

2. Related work

Continual Learning and Class Incremental Learning.
Existing continual learning methods can be broadly cate-
gorized into three types: replay-based, architecture-based,
and regularization-based methods [14, 38]. Replay-based
methods either save a small amount of data from previously
seen tasks [4, 10] or generate synthetic data with a gener-
ative model [56, 64]. The replay data can be used during
training together with the current data, such as in iCaRL [49]
and LUCIR [25], or to constrain the gradient direction while
training, such as in AGEM [9]. Architecture-based methods
activate different subsets of network parameters for differ-
ent tasks by allowing model parameters to grow with the
number of tasks. Previous works following this strategy in-
clude HAT [52], Piggyback [36], PackNet [37], DER [59]
and Ternary Masks [39]. Regularization-based methods add
a regularization term derived from knowledge of previous
tasks to the training loss. This can be done by either reg-
ularizing the weight space, which constrains important pa-
rameters [53, 55], or the functional space, which constrains
predictions or intermediate features [18, 13, 26]. EWC [29],
MAS [1], REWC [34], SI [62], and RWalk [8] constrain
the importance of network parameters to prevent forgetting.
Methods such as LwF [33], LwM [16], and BiC [57] lever-
age knowledge distillation to regularize features or predic-
tions. DMC [65] work is more related to POCON as the
authors proposed to train the expert network without any
regularization for a classification task. However, after that,
in a distillation phase an additional auxiliary dataset is used
to integrate old and new knowledge.

Self-supervised representation learning. In recent years,
unsupervised methods based on self-supervision have be-
come dominant in learning representation for computer vi-
sion systems. The aim of self-supervised learning is to ac-
quire high-quality image representations without explicit la-
beling. Initially, these methods addressed some well-defined
pretext tasks, such as predicting rotation [21], determining
patch position [17], or solving jigsaw puzzles in images [43],
and labels for these discriminative pretext tasks can be au-
tomatically computed to enable learning of meaningful fea-
ture representations of images. Recently, researchers have
adapted contrastive methods for use with unlabeled data and
have placed more emphasis on instance-level data augmenta-
tion to find similar or contrasting samples [5, 7, 11, 23, 61].
These methods heavily rely on stochastic data augmenta-
tion [58, 67] to generate sufficient similar examples for
learning representations, and negative examples are either
randomly sampled or excluded entirely [12].

Self-supervised learning has also been used to improve
the learning of a sequence of supervised tasks [61, 66].
Their objective is not to learn from unlabeled data, but
rather to use self-supervised learning to further enrich the
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Method Labels Exemplars Regularization

DMC [65] ✓ ✓∗ ✗
DualNet [47] ✓ ✓ ✓
CLS-ER [2] ✓ ✓ ✓
LUMP [35] ✗ ✓ ✓

PFR [22] ✗ ✗ ✓
CaSSLe [19] ✗ ✗ ✓
POCON (ours) ✗ ✗ ✗

Table 1: Comparison of SSL-based CURL. Only POCON
does not use any regularization during the training, what
results in higher plasticity for the current task. ∗DMC uses
an auxilary dataset for distillation, instead of exemplars.

feature representation. Similarly, pre-trained models with
self-supervision have been used to improve incremental av-
erage classification metrics [20] with data augmentation,
distillation, and even exemplars. Training self-supervised
models directly on class-IL setting without exemplars was
also proposed in [22, 19], where both present results that
self-supervised learning mitigates the problem of forgetting.

Complementary learning systems. There are CLS-based
methods that use several networks in addition to a rehearsal
memory or pseudo-sample generator. FearNet [28] uses a
hippocampal network for recalling new examples, a PFC net-
work for long-term memories, and a third network to select
between the PFC or hippocampal networks for a particular in-
stance. In [46], they propose a G-EM network that performs
unsupervised learning from spatiotemporal representations
and a G-SM network that uses signals from G-EM and class
labels to learn from videos incrementally. Closer to our work
are DualNet [47] and CLS-ER [2] (previously explained);
however, both models are supervised and use exemplars.
Table 1 presents a summary of similar CL methods.

3. Method

In this section, we describe our approach for continual
learning of self-supervised representations, referred to as
Plasticity-Optimized COmplementary Networks (POCON),
which eliminates the need for memory or replay. Our method
is based on the complementary learning system (CLS) frame-
work, and involves an interplay between a fast-expert learner
and a slow-main network. Our work is motivated by the
recognition that fast adaptation to new data is crucial in
constructing more robust representations during continual
unsupervised representation learning. Rather than attempt-
ing to maintain network stability in its old state through
strict or relaxed distillation methods, as suggested in recent
works [19, 22], POCON allows the expert network to learn
a new task freely without any restrictions. After acquiring

the new knowledge, we integrate it into the main network.
In turn, the main network serves as a good starting point for
the new expert. Before presenting the details of the POCON
method, we first provide a brief introduction to the problem
of continual self-supervised representation learning.

3.1. Self-supervised representation learning

In recent research on self-supervised learning, the objec-
tive is to train a network fθ : X → F , which maps input
data from X to output feature representations in F . The
network is trained using unlabeled input data x sampled
from a distribution D. The learned feature representation
is subsequently used to facilitate various downstream tasks.
In this paper, we employ the BarlowTwins approach [61]
for self-supervised learning of the representation network
gθ. This approach serves as a common baseline for previous
works [19, 22]. However, the proposed method is versatile
and can be extended to other self-supervised techniques.

In Fig. 1 (left) the BarlowTwins architecture is presented.
Both branches use a projector network z and both share
the same parameters, but while computing the empirical
cross-correlation loss operates on different views of the same
sample x created by data augmentation techniques. For sim-
plicity of notation, we omit the explicit mention of z network
parameters, since it is not utilized by downstream tasks. The
BarlowTwins method eliminates the need for explicit neg-
ative samples and achieves comparable performance while
maintaining computational efficiency. It assumes that neg-
atives are accessible in each mini-batch to estimate corre-
lations among all samples in it. The network is trained by
minimizing an invariance and a redundancy reduction term
in the loss function [61]. Here, different augmented views
XA and XB of the same data samples X are taken from the
set of data augmentations D∗. This leads to the loss defined
as:

Lc = EXA,XB∼D∗

[∑
i

(1− Cii)2 + λ
∑
i

∑
j ̸=i

Cij2
]
, (1)

where λ is a positive constant trade-off parameter be-
tween both terms, and where C is the cross-correlation
matrix computed between the representations z of all
samples XA and XB in a mini-batch indexed by b:

Cij =
∑

b z
A
b,iz

B
b,j/(

√∑
b (z

A
b,i)

2
√∑

b (z
B
b,j)

2
). The cross-

correlation matrix C contains values ranging from -1.0
(worst) to 1.0 (best) for the correlation between the pro-
jector’s outputs: ZA = z(gϕ(XA)) and ZB = z(gϕ(XB)).
The invariance term of the loss function encourages the di-
agonal elements to have a value of 1. This ensures that the
learned embedding is invariant to the applied data augmenta-
tions. Meanwhile, the second term (redundancy reduction)
maintains the off-diagonal elements close to zero and decor-
relates the outputs of non-related images.
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Figure 1: Overview of the POCON method that uses multi-stage training of complementary learning system for unsupervised
continual representation learning. Three stages of training allow POCON to maintain fast and efficient adaptation of the fast
expert network while maintaining stable representation in a slow learner – the main network. To avoid forgetting, knowledge
from the new task expert is integrated (adaptation) with the previous state of the slow network (retrospection). The last stage
of the training is dedicated for the best preparation of the new expert for the new task.

3.2. Continual SSL Problem Definition

In this work, we consider a CL scenario in which the
feature extractor fθ must learn from a set of task {1, . . . , T}
from different distributions, where each task t from that
set follows the distributions Dt. We would like to find the
parameters θ of the feature extractor fθ that minimizes the
summed loss over all tasks T :

argmin
θ

T∑
t=1

Lt
c, (2)

where Lt
c = EXA,XB∼D∗

t
[Lc] and Lc is defined as in Eq. 1.

However, finding the right θ poses the main problem in con-
tinual learning, as previous data D1, ..., Dt−1 is not available
at time t and Eq. 2 cannot be minimized directly.

3.3. Plasticity-Optimized Complementary Net-
works

We propose Plasticity-Optimized Complementary Net-
works (POCON) based on CLS framework. POCON is
composed of three stages training (see Fig. 1 for details): 1
learn expert knowledge from current data task, 2 integrate
new expert knowledge to the main network, and 3 initialize
the new expert from the updated main network. Each stage
is explained in the details in the next sections.
Stage 1⃝: SSL of expert for the current task. In this step,
we are interested to fully-adapt to the input training data of
the current task. Hence, a feature extractor gtθ is used to learn
in a self-supervised way (following Eq. 1) on the data Dt.
Note that unlike previous methods (PFR and CaSSLe), we do
not constraint in any way our expert during the training (like

imposing regularization to prevent forgetting). We allow the
expert network to be fully plastic and optimal for learning
representation for the current task.
Stage 2⃝: Knowledge integration. Once we absorb the
knowledge of the current task in the expert network at Stagei1 , it needs to be transferred and accumulated to the main
feature extractor fθ without forgetting previous tasks (see
Fig.1 2⃝). To do so, we employ an additional adaptation
projector n : Z → W , which maps the embedding space
from the main network fθ to the embedding space learned
in the expert network gϕt . Then, to avoid forgetting, we
use a retrospection projector m : Z → Z that maps the
embedding space learned on the current task back to the
embedding space learned on the previous ones. The final
loss function for the knowledge integration stage consists of
an adaptation and retrospection component:

Lt
INT = EXA∼D∗

t

[ |XA|∑
i=0

∥ n(gϕt (xa))− fθt (xa) ∥ +

∥ m(fθt (xa))− fθt−1 (xa) ∥

]
(3)

where both sources from which we integrate our knowledge:
previous main network fθt−1 and the current expert gϕt are
frozen, and only fθt and adaptor networks n and m are
being updated by this loss function. The goal is to integrate
knowledge using distillation and current task data.
Stage 3⃝: New expert initialization. In order to begin the
training on the next task, the expert gt+1

ϕ must be prepared to
solve the new task with the best prior knowledge for training
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new task representation efficiently. In this stage, we need
to initialize a new expert (see Fig. 1 3⃝) in the best way.
Improper initialization can influence the training epochs in
Stage 1⃝ and make the problem of adaptation for projector
n more difficult in Stage 2⃝. We looked into two potential
initialization setups based on the similarities between the
expert and main backbones. The homogeneous setup, where
both the main network and the expert network share the same
architecture. This is the default setup in our experiments.
In addition, we will also consider the heterogeneous setup,
where the expert has another architecture than the main
network. This allows, for example, to apply smaller networks
when per task data is limited, or computation should be
performed on edge devices.
Homogeneous setup (CopyOP): In order to begin the training
of gt+1

ϕ with all the accumulated knowledge till t we can
just copy the weight of the main network f t

θ into gt+1
ϕ . This

operation avoids the recency bias of (gtϕ) and provides an
excellent initialization point for gt+1

ϕ to continue learning.
Furthermore, CopyOP makes the problem of the adaptation
projector n easier since gt+1

ϕ will have a similar represen-
tation to f t

θ . The main drawback of CopyOP is that it con-
strains of POCON to use the same architecture for the main
f t
θ and the expert gt+1

ϕ networks.
Heterogeneous setup (D2eOP): This distillation-based ini-
tialization method allows the use of heterogeneous network
architectures for f t

θ and gt+1
ϕ in POCON. In order to trans-

fer the knowledge, we propose a projected distillation as in
Stage 2⃝ using a fresh adaptation projector n. Despite being
more computationally demanding, this way of transferring
knowledge offers one big advantage – different architecture
for gt+1

ϕ allows the use of a smaller backbone network or
even very different ones, e.g. ViT. Using a smaller backbone
is useful for low-data regimes (as we will show later) or for
devices low in computational power at the time of learning
the expert (robotics, edge devices). The loss function for
D2eOP in Stage 3⃝ is given as:

Lt
D2eOP = EXA∼D∗

t

[ |XA|∑
i=1

∥ n(gt+1
ϕ (xa))− fθt (xa) ∥

]
(4)

where n is a projector that adapts the embedding space of
new expert gt+1

ϕ to the previous one from the main network
with current task data Dt. The difference of D2eOP and
CopyOP is presented in the right column of Fig. 1.

Other initialization options exists. We discuss them and
provide more results in the Appendix.

3.4. Plasticity-stability trade-off in CURL with SSL

Our work is motivated by two key observations:

• Regularized-based CURL models (PFR and CaSSLe)
have an implicit handicapped plasticity. During the
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Figure 2: Plasticity-stability trade-off in POCON and PFR:
(a) accuracy of a current task during the continual learning
session, (b-d) accuracy of task 1, 8, and 15 in the follow-
ing incremental steps of learning the representation with
POCON and PFR. POCON presents superior stability to
PFR at the same time still maintaining better plasticity, with
its non-restrictive training of the expert network.

training, they learn new tasks data using SSL while
maintaining the backbone representations close to the
previous tasks to avoid forgetting. Therefore, the back-
bone network cannot fully adapt to current data due to
the regularization imposed by the CL method.

• As the number of tasks increases, current CURL models
lose stability. In this case, the data distribution changes
more abruptly and the backbone is pushed to follow an
imperfect estimation of the new distribution restricted
by the regularization of the old model (see first ob-
servation). Hence, these models are not as plastic as
finetuning and do not present stable behavior.

In Fig. 2 we present the stability-plasticiy tradeoff for
twenty task partition of CIFAR100 in PFR and our method
(POCON). For the plasticity plot, we evaluate the accuracy
at the end of each task t using task t data for training and
evaluation. The stability plots were made by training and
evaluating in a fixed task partition (1, 8, and 15 for Fig. 2)
after the training of each task t.

As Fig. 2 a) shows POCON has a higher accuracy (more
plastic) in most of the task during the whole training. As
training an expert in stage 1 is not constrained by any
regularization. Morover, Fig. 2 b), c), and d) display how
POCON is able to retain previous representations over the
whole incremental learning session, where our double dis-
tillation (adaptation and retrospection) is able to retain the
learned representation correctly.
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4. Experimental Results
4.1. Experimental setup

Datasets We use the following datasets: CIFAR-100 [30],
consists of 100 object classes in 45,000 images for training,
5,000 for validation, and 10,000 for test with 100 classes. All
images are 32×32 pixels; TinyImageNet a rescaled subset
of 200 ImageNet [15] classes used in [54] and containing
64×64 pixel images. Each class has 500 training images, 50
validation images, and 50 test images; ImageNet100 a subset
of one hundred classes from ImageNet [15] that contains
130k images of size 224×224 pixels.
Training procedure In all experiments, we train ResNet-
18 [24] (or ResNet-9 for the heterogeneity experiment) for
expert and main network using SGD with an initial learning
rate of 0.01 and a weight decay of 0.0001 for 250 epochs
(200 for ImageNet100)in Stage 1⃝. For Stage 2⃝ same op-
timization procedures as Stage 1⃝ is followed but for 500
epochs (400 for ImageNet100). The data augmentation used
in Stage 1⃝ is the same as in BarlowTwins [11]). Based on
the self-supervised distillation ideas of [51, 42], we use a
four-layer MLP projector as adaptation and retrospection
projectors following the architecture of [42].

Downstream classifiers are by default linear and trained
with a CE-loss and Adam optimizer with a learning rate 5e-2
on CIFAR-100, and 3 on TinyImageNet. We use validation
data to implement a patience scheme that lowers the learning
rate by a factor of 0.3 and 0.06 up to three times while
training a downstream task classifier. For ImageNet100 we
use the same training and evaluation procedure as [19].
Baseline methods We only compare to exemplar-free meth-
ods and exclude methods that require replay from our com-
parison1. Fine-tuning (FT): The network is trained sequen-
tially on each task without access to previous data and with
no mitigation of catastrophic forgetting. Joint: We perform
joint training with fine-tuning on all data which provides an
upper bound. Equivalent to having a single-task scenario.
PFR [22] and CaSSLe [19] with Barlow Twins: We use the
code and hyperparameters provided by the authors, in PFR
we used λ = 25 for all the experiments. In continual semi-
supervised learning (section 4.4), we consider the following
methods. Regularization-based methods: Learning without
Forgetting (LwF) [33], online Elastic Weight Consolidation
(oEWC) [29], Replay-based methods: Experience Replay
(ER) [50], iCaRL [49] and GDumbciteprabhu2020gdumb,
and Continual semi-supervised learning methods: CCIC [6],
PAWS [3] and NNCSL [27].

4.2. Continual representation learning

In this experiment, we evaluate all methods in the contin-
ual representation learning setting, where each task consist

1Code available at https://github.com/alviur/pocon_wacv2024

CIFAR-100 (32x32)

Method 4 tasks 10 tasks 20 tasks 50 tasks 100 tasks

FT 54.8 50.94 44.95 38.0 27.0
CaSSLe 59.80 52.5 49.6 45.3 42.10
PFR 59.70 54.33 44.80 46.5 43.30
POCON 63.7 60.5 56.8 48.9 48.94

Joint 65.4

TinyImagenet (64x64)

Method 4 tasks 10 tasks 20 tasks 50 tasks 100 tasks

FT 41.95 36.55 32.29 22.34 2.80

CaSSLe 46.37 41.53 38.18 28.08 25.38
PFR 42.23 39.20 31.22 25.87 21.20
POCON 40.97 41.06 41.14 37.20 30.24

Joint 50.18

ImageNet100 (224x224)

Method 5 tasks 10 tasks 20 tasks 50 tasks 100 tasks

FT 56.10 48.13 42.73 39.64 21.03

CaSSLe 67.56 59.78 53.92 46.64 36.44
PFR 66.12 60.46 54.84 42.18 38.34
POCON 66.30 61.36 59.32 53.50 45.40

Joint 71.06

Table 2: Accuracy of a linear evaluation on equal split vari-
ous datasets and different number of tasks with ResNet-18.
POCON present better result than other regularization-based
methods and maintain high accuracy even with increasing
number of tasks.

of a distinct set of classes from a single dataset. Splits are
prepared similarly to the class incremental learning setting,
but without access to labels. Specifically, we split datasets
into four, ten, twenty, fifty, and one hundred equal tasks
as done in [49]. In each task, we perform SSL (Stage 1⃝),
knowledge integration (Stage 2⃝), and a new expert initial-
ization (Stage 3⃝). In the evaluation phase, we train a linear
classifier using the learned representation of the main net-
work encoder. Please note that the expert network is never
used for evaluation (unless specified). We use all available
test data to obtain the overall task-agnostic performance eval-
uation2. In all our tables we report the accuracy in the last
task.
Homogeneous setup. Table 2 presents the results for all
the methods on three commonly used dataset - CIFAR100,
TinyImageNet, and ImageNet100. For CIFAR100 the upper
bound of Joint training for a single task is 65.4%. Note, that
the gap between FT and Joint is getting bigger with more
tasks, from 10.6% for four task up to 38.4% for extreme
case of one hundred tasks. POCON is significantly better
than CaSSLe and PFR for different number of tasks. In

2We use task-agnostic evaluation in this paper to refer to the class-
incremental learning evaluation [38] as in CaSSLe and PFR methods
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Method Arch 4 tasks 10 tasks 20 tasks 50 tasks 100 tasks

POCON R18-R18 63.7 60.5 56.8 48.9 48.94
POCON R18-R9 62.05 60.5 57.48 49.7 47.94
POCON R9-R9 58.34 58.32 56.07 53.3 51.22

Table 3: Accuracy of linear evaluation with heterogeneous
POCON architecture using ResNet-18 (R18) and ResNet-9
(R9) on split CIFAR-100. With increasing number of tasks
and lower data POCON benefits from a smaller ResNet-9
network, first, only for the expert (20 tasks) and later (50
tasks) for both networks, expert and main.

four tasks setting, POCON is only 1.7% points lower than
Joint, while second next, CaSSLe reaches 3.3% pints lower
accuracy. With the increasing number of tasks, the CaSSLe
performance drops faster than PFR, while POCON main-
tains superior results against others and presents the lowest
decrease in performance.

The results for TinyImagenet and ImageNet100 follow
the same procedure as for CIFAR-100, but here we have
larger images (64x64 and 224x224) and more classes for
TinyImagenet (200). In this case, POCON outperforms other
methods whenever the number of tasks is higher, 20 for
TinyImangeNet and 10 for ImageNet100. For a few tasks
scenario, POCON will be close to other CL methods due to
high data availability. The accuracy gap between POCON
and other methods increases with the number of tasks.
Heterogeneous setup. An expert in POCON can use a dif-
ferent network architecture than the main network. That
opens the possibility of using a smaller network for the ex-
pert whenever this can be beneficial, e.g., tasks are small
with not enough data to train a large ResNet-18 network, or
the device where the expert network is being trained is not
powerful enough (robot, edge). We investigated heteroge-
neous architecture use in POCON with a smaller network,
ResNet-9 which has 6.5M number of parameters instead of
11M in ResNet-18. The results are presented in Table 3. The
different combinations of POCON are presented for using
smaller network in expert only, or for both, expert and main
networks. With increasing number of tasks it is more benefi-
cial to use smaller expert (20 tasks). And having less data
per task (50 and 100 tasks) we see improved results when
as well the main network is smaller, we gain 4.6% changing
from ResNet-18 to ResNet-9 for one hundred tasks.

4.3. Task-free setting

To show the ability of POCON to handle varying data
streams, we test it in the task-free setting. In this setting,
there is no explicit boundary between tasks, the data from
one task changes smoothly to the data from the next [63,
32]. This prevents methods from having a fixed point where
the network can change and prepare for the new task; the
adaptation is ongoing. For instance, when we receive data

Method exemplar CIFAR-100
0.8% 5.0% 25.0%

Exemplar-based methods
ER [50] ✓ 8.2 ± 0.1 13.7 ± 0.6 17.1 ± 0.7

iCaRL [49] ✓ 3.6 ± 0.1 11.3 ± 0.3 27.6 ± 0.4
GDumb [48] ✓ 8.6 ± 0.1 9.9 ± 0.4 10.1 ± 0.4

CCIC [6] (500) ✓ 11.5 ± 0.7 19.5 ± 0.2 20.3 ± 0.3
PAWS [3] (500) ✓ 16.1 ± 0.4 21.2 ± 0.4 19.2 ± 0.4

NNCSL [27] (500) ✓ 27.4 ± 0.5 31.4 ± 0.4 35.3 ± 0.3
Exemplar-free methods

Fine-tuning ✗ 1.8 ± 0.2 5.0 ± 0.3 7.8 ± 0.1
LwF [33] ✗ 1.6 ± 0.1 4.5 ± 0.1 8.0 ± 0.1

oEWC [29] ✗ 1.4 ± 0.1 4.7 ± 0.1 7.8 ± 0.4
Prototypes ✗ 19.2 ± 0.9 23.5 ± 0.4 24.1 ± 0.1

Prototypes+SDC ✗ 22.7 ± 0.6 27.6 ± 0.4 28.5 ± 0.1

Table 4: Semi-supervised continual learning comparison on
CIFAR100 dataset. The number between brackets indicates
the size of the memory buffer. We highlight the best method
in each group with bold fonts.

Dt there is a mix with the data Dt−1. At some point, we only
get data from Dt, but later on, we will get a mix with Dt+1.
For this experiment, we employ the data partition of [63] for
the CIFAR100 dataset with beta equal to 4 (please see the
Appendix for more details).

Since there is no clear boundary, we cannot perform dis-
tillation without losing data from the stream of mini-batches.
In this setting, POCON performs Stage 2⃝ in parallel with
Stage 1⃝. In order to do so, a frozen copy of the expert gϕ
is used for the Stage 2⃝ while a new expert is learning on
the current data. After s steps, a copy of the expert gϕ is
passed to perform a distillation for ds steps. Note that we do
not store any data; distillation for Stage 2⃝ and SSL in Stage
1⃝ is always performed using the current mini-batch data.

Stage 3⃝ is omitted, as the expert network is not changed
and initialized, as there is no task switch.

To compare to other method, we adapted PFR to work
in the task-free setting similarly. In this case, the feature
extractor of past data is updated after s steps (copy of the
current feature extractor), and the regularization is performed
during the whole training as in normal PFR. We also present
results with a simple fine-tuning (FT).

Fig. 3 presents the results of linear evaluation of the
learned representation in continual learning for the ten,
twenty, and fifty data partitions settings. Only at the first
steps at the beginning, for 10 and 20 tasks, PFR and FT
accuracy is above POCON. However, that changes signif-
icantly in the following steps in favor of POCON, which
continues improving learned representations. Unlike PFR
and FT, POCON has a more stable learning curve for all
task splits. The improvements over PFR and FT are better
for more tasks, since the regularization-based method hurts
plasticity while learning new tasks with PFR.
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(c) 50 blurred data partitions

Figure 3: Task-task setting for CIFAR-100 with different length of incremental learning sequence. Plots present linear
evaluation of learned representation for the blurred 10, 20, and 30 data partitions respectively (like in [63, 32]). POCON
presents significantly better results with stable learning accuracy curves.

4.4. Continual semi-supervised learning

We propose a simple extension of POCON to the semi-
supervised setting, where a small percentage of the data is
labeled. We train the method in the same fashion as the unsu-
pervised case, and we initially ignore available labels. After
updating f t

θ until convergence with POCON, we initialize
the prototypes of each class as the average of the labeled
samples. Then we assign all unlabeled data to the nearest
prototype center, and we again compute the average of all
samples assigned to each prototype. We perform the same
procedure after each of the tasks. We call this method Pro-
totypes. We also show for Prototypes+SDC where we use
Semantic Drift Compensation [60] to prevent forgetting - we
estimate and compensate for learned class prototypes drift.

In Table 4 we present the results for continual semi-
supervised learning under three levels of supervision, namely
with only 0.8%, 5.0% and 25.0% of samples labeled (fol-
lowing the settings of NNCSL [27] and CCIC [6]). Simply
applying prototypes with POCON achieves much better re-
sults than the other exemplar-free methods (LwF [33] and
oEWC [29]). The method outperforms the continual learn-
ing methods which only exploit the labeled data (such as ER,
iCaRL, and GDumb). Furthermore, it also outperforms the
semi-supervised methods CCIC and PAWS. Note that our
method, without storing any exemplars, is only outperformed
by the recent NNCSL method which requires exemplars and
is dedicated to the semi-supervised learning setting.

5. Conclusions and Future directions

We proposed a method for exemplar-free continual unsu-
pervised representation learning called Plasticity-Optimized
COmplementary Networks. POCON trains an expert net-
work that performs optimally on the current data without
any regularization (optimizing plasticity). The knowledge
is transferred to the main network through distillation while
retaining similarity with the old main network to avoid for-

getting. Experiments of CIFAR100, TinyImagenet, and Ima-
geNet100 show that our approach outperforms other methods
for SSL exemplar-free CL learning (PFR and CaSSLe), and
it is especially good for many tasks scenarios.

The POCON method presents several opportunities for
improvement. One promising direction is to extend the
method to the scenario where multiple experts can be trained
in parallel on different tasks, similar to the clients in fed-
erated learning. Secondly, heterogeneity of the fast and
slow learner can be better investigated – how we can benefit
from having different architectures (even mixed ones with
transformer-based network).

Limitations. Although we show how to squeeze (and re-
tain) the knowledge learned by the SSL method, when the
number of samples per tasks is too low, the knowledge trans-
fer (stages 2⃝ and 3⃝) and the expert training (stage 1⃝)
degrades. Note that in this extreme scenario, we are going
towards online continual learning.

Impact Statement. Continual learning systems do not re-
quire data to be stored. As such, they can contribute to data
privacy, and reduce vulnerabilities related to data storage.
As with all machine learning algorithms, special care should
be taken to address biases present in the data (and the data
collection process). Continual learning could exacerbate
biases in the data because of the task-recency bias, which
refers to the problem that continual learning algorithms tend
to be biased towards the last data fed to the algorithm.
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