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Abstract

The steady digitization of medieval manuscripts is
rapidly changing the field of paleography, challenging ex-
isting assumptions about handwriting and book production.
This development has identified historically important cen-
ters for the production of scribal texts, and even individual
scribes themselves. For example, scholars of late medieval
English literature have identified the copyists of a number of
literary manuscripts, and the important role of London gov-
ernment clerks in shaping literary culture. However, tra-
ditional paleography has no agreed-upon methodology or
fixed criteria for the attribution of handwriting to a partic-
ular community, period, or scribe. The approach taken by
paleographers is inherently qualitative and subject to per-
sonal bias. Even those wielding the mighty “paleographer’s
eye” cannot claim objectivity. Computer vision offers solu-
tions with spectacular performance on writer identification
and retrieval benchmarks, but these have not been widely
adopted by the paleography community because they tend
not to hold up in practice. In this work, we attempt to bridge
the divide with a software package designed not to auto-
mate paleography, but to augment the paleographer’s eye.
We introduce automated handwriting identification tools for
which the results can be quickly visually understood and
assessed, and used as one feature among many by expert
paleographers when attributing previously unknown scribal
hands. We also demonstrate a use case for our software by
analyzing several items believed to be written by Thomas
Hoccleve, a highly productive clerk of the Privy Seal who is
also an important fifteenth-century English poet.

1. Introduction

The steady digitization of medieval manuscripts and
other historical records is rapidly changing the field of pa-
leography — the study and identification of historical script

Figure 1. Our tool analyzing an example of Thomas Hoccleve’s
hand from our Privy Seal examples. This software looks at image
patches and compares them to a template of a specific hand. Green
patches have the highest similarity to the template, yellow patches
are moderately close, and red patches have a low similarity.

— challenging existing assumptions about handwriting and
book production. This development has identified histori-
cally important centers for the production of scribal texts,
and even individual scribes themselves. Several fascinat-
ing areas of research exist where computer vision scientists
and paleographers can collaborate to make progress on hu-
manistic questions that are important to fields that have not
traditionally used algorithmic analysis.

A number of researchers, for example, have focused
on identifying the copyists of medieval English literary
manuscripts and on the important role of government clerks
working in London institutions in shaping literary cul-
ture [4, 17, 18, 26, 30, 36–38, 47]. However, paleography
has no agreed-on methodology or fixed criteria for the at-
tribution of handwriting to a particular community, period,
or scribe. Experts in the field make attributions primarily
based on their familiarity, developed over long experience,
with a variety of scripts and individual scribal “hands.” In
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particular, paleographers focus on the “aspect,” the overall
appearance of a scribe’s hand. This approach is inherently
qualitative and subject to personal bias. In addition, this ap-
proach makes it difficult for paleographers to describe their
results for publication: “It just really looks like Hoccleve”
may be true, but does not sound very convincing. Paleog-
raphers therefore take pains to describe, as thoroughly as
possible, particular features of a hand that seem most diag-
nostic. However, a lack of controlled vocabulary for this
practice makes it difficult to compare one hand to another
using these descriptions alone.

This is problematic not only for paleographers, but
also for scholars whose arguments depend on paleographic
attributions. When a non-paleographer reads Linne R.
Mooney’s hugely influential 2006 article attributing the
work of a scribe previously known only as ”Scribe B” to
the London scrivener Adam Pinkhurst [26], how convinced
should they be? Is his “distinctive formation of g, in which
the strokes often cross to create a projecting spike on the
right of the lower lobe but occasionally fail to complete it”
really all that distinctive? Is the “double-slash, dot, double-
slash, dot decoration” indeed “virtually a signature”? A
reader used to critically analyzing written arguments and
their sources will have no real idea. They must take the
paleographer’s word for it — and the paleographer, for all
their training, is nevertheless usually going by vibes. It
wasn’t until 2011 that an objection to Mooney’s attribution
appeared in print [30]; this objection did not prevent litera-
ture scholars from continuing to take the Pinkhurst attribu-
tion as settled historical fact.

Ironically, computer-vision-based approaches for writer
identification and retrieval often come with some of the
same problems as paleographers’ attempts. It is most com-
mon to end up with just a number that represents a sample’s
similarity to other documents. While this can lead to ex-
cellent scores on benchmark datasets such as the CVL and
ICDAR challenge datasets [7, 12, 22], we can expect pale-
ographers to be understandably hesitant about treating these
numbers as truth values. Therefore, our objective in this
work was to create a software package that instead provides
a visual representation of a questioned document’s similar-
ity to reference examples of a particular hand, so that pa-
leographers can use that information to fortify their argu-
ment as to whether or not a certain document was written
by a particular known scribe. Not only does our tool of-
fer a visual representation of the document’s similarity in
individual regions, it provides a convenient Graphical User
Interface (GUI) to make it accessible for paleographers who
do not have access to an on-staff machine learning engineer.
We have taken steps to make sure that this software can be
run on Windows, Mac OS, and Linux, with pre-built exe-
cutables for each. The software is even designed to be run
on machines without a GPU, further reducing the barrier to

entry.
In summary, this work introduces a software tool that is

distributed, ready to run with a GUI designed to augment
the Paleographer’s Eye by producing a visualization show-
ing which portions of the image are most similar to the
reference hand. Furthermore, we have collected a unique
dataset of text images from a closely associated group of
scribes who deliberately wrote very similarly in the same
type of script. Finally, we give an interesting case study by
using the tool to identify some “in the wild” images that
may have been transcribed by Thomas Hoccleve.

2. Related Work
Related work in this area consists of approaches from the

document analysis community on writer identification and
retrieval, and work from the digital humanities community
on automated paleography. We review the references most
related to our work below.
2.1. Writer Identification and Retrieval

At its highest level, the problem of handwriting or writer
identification is a well-explored area of human biometrics
within document analysis. An early example of this in-
cludes the work of Bulacu et al., who developed a method-
ology that utilizes text-independent statistical features to
measure attributes like letter slant and spacing to make dis-
tinctions between writers [2]. Interestingly, a great deal of
even the recent work in this area does not use deep learning.
The International Conference on Document Analysis and
Recognition (ICDAR) held challenges on very similar tasks
in 2017 [12] and 2019 [7]. Both challenges were framed as
an Image Retrieval task, where the objective was to retrieve
all the images from a specific writer. The 2017 ICDAR
challenge had five entries that used traditional handcrafted
image features, and one that used a Convolutional Neural
Network (CNN), which generally performed worse than the
other entries. In 2019, none of the teams used artificial neu-
ral networks as a main approach, although one team used
a neural network for the auxiliary task of binarizing color
images.

When deep learning is used in handwriting recognition,
it tends to be used as a type of feature descriptor for areas
of interest which have been identified by classical feature
matching algorithms like SURF [1] or SIFT [24]. Christlein
et al. [6] and Fiel et al. [13] both used the last hidden layer
of a convolutional neural network trained on small patches
of handwriting drawn from a closed set image classification
problem as a feature descriptor. They then used a local fea-
ture extractor to identify features, and their CNN outputs
as the descriptor. Tang et. al [44] took a similar approach,
but instead of using small patches, built global representa-
tions by training their network on larger synthetic text doc-
uments created by stitching cropped words together. The
current state of the art on the ICDAR challenge datasets are
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held by a similar method that uses a ResNet backbone with
an improved encoding layer and additional analysis of page
embeddings [29]

With the great success that margin losses have achieved
in facial recognition (e.g., Facenet [34] and ArcFace [9]),
other application areas have made use of such losses when
considering deep learning. For example, in writer identifi-
cation, work has emerged that uses margin losses in tandem
with a self-supervised representation to classify authorship
of Vatican documents [23].

These projects focus on solving the computer vision
problem itself, rather than creating a tool that can be easily
used by paleographers to do their work. Our main contribu-
tion is this attempt to bridge the gap by making a tool that
exists beyond the realm of research code and has features
for accessibility such as a simple GUI and a prepackaged
executable that can be run on multiple platforms. Our tool
uses similar approaches to many of the other methodolo-
gies mentioned above, but we have attempted to package
it in a way that is consistent with the expectations of pale-
ographers. We have taken inspiration from other tools for
historical document processing, such as READ-COOP’s1

Transkribus [19] for text transcription, which have been
very successful in bringing computer vision capabilities to
a broader audience.
2.2. Automated Paleography

As this work represents a collaboration between com-
puter vision scientists and paleographers, it is also impor-
tant to consider its position in the literature from a pa-
leographer’s perspective. A great deal of the good work
done by computer scientists is not yet in a form that can
be utilized by paleographers. When code is distributed,
it is usually set up to reproduce experiments, and not set
up to be run in a way that is useful for paleographers and
needs to be adapted. The increasing availability of digi-
tized manuscripts has led to major advances in digital pa-
leography in recent years. Simply being able to refer to
high-quality images of manuscripts in different libraries at
the same time, from any location, makes the work of pa-
leographers considerably easier. For example, the Late
Medieval English Scribes (LMES) website2, developed by
Linne Mooney, Estelle Stubbs, and Simon Horobin, allows
users to compare characteristics of certain scribes, espe-
cially their use of particular letterforms, across multiple
manuscripts. Similarly, the DigiPal project3, led by Pe-
ter Stokes, has made significant progress in mapping letter-
forms in insular scripts from the period 1000-1100 [42,43].

However, most work in digital paleography, such as that
of the aforementioned READ-COOP, focus on the problem
of transcribing difficult and frequently highly abbreviated

1https://readcoop.eu/transkribus/
2https://www.medievalscribes.com
3https://www.digipal.eu/

medieval scripts, not on identifying the scribes responsible.
Other work by historians, such as the DEEDS project,4 has
been primarily interested in dating charters. The Medieval
Paleographic Scale (MPS) project, led by Jan Burgers with
Lambert Schomaker and Sheng He, has developed a paleo-
graphic scale, using image processing and pattern recogni-
tion to date medieval charters [15]. Schomaker also led the
NWO HIMANIS project (HIstorical MANuscript Indexing
for User-controlled Search) on documents produced by the
French royal chancery (14th-15th c.), tackling problems in
image processing, word segmentation, and allographic vari-
ation [5, 16, 33].

3. Datasets of Handwritten Documents

Digital Humanities problems like this one offer unique
challenges when using machine learning. While just about
anyone can, say, classify a photo, write a caption for it,
or otherwise provide useful ground truth for more general
computer vision problems, most people cannot accurately
identify scribal hands. Furthermore, digitized manuscripts
are often an intellectual property minefield. Many libraries
and archives charge for non-personal use or publication of
their images, and permission must be acquired before re-
distributing even personal photos of their collections.

Generating ground truth for this problem involves nego-
tiating with archives and consulting some of the world’s
leading paleographers, making it a much more challeng-
ing and expensive process than contracting out to services
such as Amazon Mechanical Turk. This is compounded by
the fact that in most cases there is no recorded evidence
of scribal identity, so even uncontested identifications are
often the result of a modern paleographer’s intuition rather
than explicit written evidence. And not infrequently, as with
Adam Pinkhurst or Thomas Hoccleve, paleographers dis-
agree! This may be acceptable for training data but makes
it difficult to evaluate that data.

With these considerations in mind, we have collected
a new evaluation dataset of 14 scribes who were working
in the English central government’s Privy Seal Office in
the late 14th and early 15th centuries (referred to as the
“Privy Seal Dataset” below). These scribes include both
senior and junior clerks of the Privy Seal, all of whom were
based in Westminster, now part of London. We selected
them because they executed their handwriting profession-
ally, in a standardized script, using all three languages of
the central government: Latin, French, and English. Since
these clerks formed a tightly-knit and rigorous community
of practice, writing the same script, called Secretary, an ex-
ample of which is shown in Figure 2, in a form specific to
the Privy Seal Office [39], these 14 hands are highly simi-
lar and are not easily distinguishable. Additionally, because

4https://deeds.library.utoronto.ca/
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IAM Database (Training)

2017 ICDAR HI Dataset (training)

CVL Database (Evaluation)

Privy Seal Dataset (Evaluation)

Figure 2. Examples of pages from the various datasets used in
training and evaluation. An additional dataset used in training con-
tains data we have not obtained permission to share.

this dataset includes examples in all three languages, letter-
forms and variations in aspect that complicate scribal attri-
bution between one language to another are captured in the
dataset. This dataset contains up to 38 images per scribe,
totaling in 146.

The majority of these examples come from the C 81 doc-
ument series (Chancery warrants for the Great Seal) in the
National Archives of the UK (TNA), with additional records
drawn from the following series: E 28 (Exchequer, treasury
of the receipt: Council and Privy Seal records), E 30 (Ex-
chequer, treasury of the receipt: diplomatic documents), E
101 (King’s Remembrancer: accounts various), and E 404
(Exchequer of Receipt: warrants for issues). We have re-
ceived permission from TNA to share them with the com-
puter vision community.

Among these scribes is Thomas Hoccleve, a Privy Seal
clerk and poet whose handwriting is the best-known and
most widely studied example from medieval England. Un-
like many medieval authors, whose work does not survive
in their own handwriting, four Hoccleve holographs are
known to exist. He also copied literary work by other au-
thors, and wrote hundreds of records during his time as
a clerk: Mooney identified over a hundred [27], to which
Helen Killick added a further 900+ [20], and Sobecki still
more [40]. Hoccleve’s handwriting features in our figures
and our case study for this paper.

This is not enough data by itself to provide a rigorous
evaluation, so we have also utilized some existing standard
benchmark datasets. The IAM Handwriting Database [25]
is a dataset of 9862 images of lines of modern English hand-
written text from 500 different writers that is most com-
monly used for handwritten text transcription but also has
writer-level annotations. We have used this dataset as a
portion of our training dataset. Another commonly used

dataset in handwriting / writer identification is the CVL
database [22], which contains 1604 page images of writ-
ing, produced by 310 different writers, mostly in English
but also with some German. We use this to evaluate our
tool on modern text. We have also drawn on the entirety
of the data from the 2017 ICDAR Handwriting Identifica-
tion Challenge as training data [12], as per the protocol pre-
scribed in the 2019 ICDAR Image Retrieval challenge [7].
This gives us an additional 4782 images from 1114 writ-
ers that come from the electronic holdings of the Univer-
sitätsbibliothek Basel. These documents represent the do-
main of interest more accurately than the other two sets
from the literature. An example of each of these datasets
can be seen in Figure 2.

We have also collected some additional training images
that are not from open data sources. Many of these come
from the “Subscriptions to the oath” in the Common Pa-
per of the Company of Scriveners of the City of London, a
group of scribes — among them Pinkhurst — trained in ex-
ecuting notarial and official documents. Importantly for our
purposes, unlike most examples of medieval writing, each
oath is signed by its scribe, giving us gold-standard ground
truth. From the Common Paper we have 337 images of
texts of varying length from 164 Scriveners. The paleogra-
phers on our team also sourced and identified the scribes for
some additional signed or otherwise certain ground-truth
examples from personal photo collections and various on-
line repositories. The online examples are publicly avail-
able; we will provide instructions for obtaining them. From
these we collected an additional 24 identities with 121 im-
ages in total, including a “null” identity which has exam-
ples of parchment and paper containing no handwritten text,
which is intended to make the model less likely to match
blank paper or parchment to a specific hand.

4. Methodology for Stylistic Analysis
Paleographers often find that computer vision models do

not work nearly as well on real world data as their reported
performance would suggest. Therefore, when building our
tool, we decided it was less important to achieve high over-
all accuracy on benchmark datasets than it was to create a
model that could generalize across a variety of script types.

In our software, the stylistic analysis begins by building
templates from a directory of samples taken from a known
identity. Our model considers 64×64 patches from an im-
age. In order to build an effective template, we take the 100
ORB [31] features with the highest activation. We chose
100 locations to sample the image, since we found that in-
creasing the number of samples per image did not signifi-
cantly improve performance, and minimizing the number of
samples is important to improve inference speed on CPUs.
After sampling, we pass each patch through the model, and
taking the sum of the model output for all of the known sam-
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Figure 3. ImageNet pretrained ResNet Performance on The CVL dataset and our Privy Seal evaluation dataset.

ples for said identity. After a template is built, the user can
compare arbitrary samples against it. The algorithm takes
the mean of all of the image patches for that writer, and
takes the cosine distance between that vector and the repre-
sentation generated by passing each tile in the query image
through the network. The output module overlays a color
on top of the original image, depending on the similarity
score of each patch. This allows the user to make a visual
assessment of the similarity of the two images.

4.1. Model Ablation Study
To begin, we show the results on several “off the shelf”

models. We looked at different sizes of ResNet [14], specifi-
cally, ResNet-18, ResNet-50, ResNet-101, and ResNet-152.
These models were each initialized with their default Ima-
geNet pretrained weights, and their penultimate layer was
replaced with a randomly initialized fully connected layer
with an output size of 512, which gives us our model out-
put. Each model took 64×64 pixel patches of the text as
input. Our evaluation procedure for these models is slightly
different than how the software itself works. Building tem-
plates for each writer would require class labels from the
test set. Therefore, for a preliminary examination of each
model’s performance we looked used a more standard im-
age retrieval procedure, and took each image in the evalu-
ation dataset and ran the model over each 64×64 patch of
the image, and then took the mean of the model output for
each patch across the whole image. Other than cropping
the image into tiles, no other pre-processing steps, such as
binarization, were taken during evaluation. We then com-
pared each sample to every other sample in the dataset using
cosine distance, to give us a similarity score for each sam-
ple. We used those scores to calculate Receiver Operating
Characteristic (ROC) and Precision Recall Curves, which
are shown in Figure 3. We found that the performance of
the ResNets larger than ResNet 18 were more or less inter-
changeable, so to make the software easier to run, we chose
to use a ResNet50 for further experiments.

4.1.1 Training
We trained two ResNets, both ResNet-50s. One model was
trained completely end-to-end, and the other only trained
the weights that were randomly initialized in the previous
experiment. Each model was trained on the datasets de-

IAM ICDAR 17 IAM

Before:

After:

Figure 4. Examples of our augmentations from the IAM [25] and
ICDAR 2017 [12] datasets. The top row shows the cropped images
before augmentation, and the bottom row with augmentation.

scribed in Section 3. For each image shown to the model,
we used the following data augmentation procedure: (1)
randomly rotate the image up to 15 degrees, (2) randomly
crop a 64×64 patch, (3) binarize the image to get a mask of
the ink, (4) use that mask to replace the background of the
image with a random crop from the ImageNet [8] training
set, (5) apply a random color jitter only to the text portion
of the image, and, finally, (6) add Gaussian Noise and Blur.
Examples of images from this augmentation process can be
seen in Figure 4. These augmentations were chosen to force
the model to focus on the shape of the handwriting rather
than extraneous features such as the color of ink or the type
of paper, which could be useful for classification but are less
likely to generalize. This training regime offers a number of
benefits for this task. In particular, by training on patches
rather than whole images, we can prevent over-fitting, since
many of the full-page images are quite large and most con-
tain more than 1600 unique 64×64 patches. With the ag-
gressive augmentation scheme, it is unlikely that the model
will ever see the same image twice during training.

The model was trained using an angular margin loss
similar to ArcFace [9]. However, the angular margin loss
encourages class-clustering in the last hidden layer and in
theory improves the feature representation using a distance
learning strategy. The models were trained for 150 epochs,
using an Adam Optimizer [21] starting with a learning rate
of 1e−3 and a weight decay of 1e−5. The code used to train
the model will be released with publication.
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Figure 5. Our trained ResNets’ Performance on the CVL dataset and our Privy Seal evaluation dataset as well as that of a ResNet-50 only
trained on ImageNet

4.1.2 Evaluation of trained models
To evaluate our trained models’ performance, we used the
same evaluation procedure as the on the untrained models.
Each query image is broken up into 64×64 tiles and we
use our model to generate a feature vector for each tile con-
taining text. We then average the vector generated by our
model for each input patch to give us a feature vector that is
representative of the totality of the image. The cosine sim-
ilarity is then compared between every image to give us a
similarity score. These results are shown in Figure 5. The
performance on CVL does not approach state of the art, but
this was intended more as a sanity check.

Interestingly, the trained models perform only
marginally better on CVL, and significantly worse on
the Privy Seal dataset. This is despite being trained on
more “Scribal” data than modern handwriting, as the
ICDAR 17 dataset is larger than the IAM dataset of modern
text. Upon further investigation, we found that this does
not appear to hold for individual patches, and the trained
models worked significantly better in that case. We used
the ”Fully Trained” model for our qualitative examples.

5. Software: The Paleographer’s AI
This work’s most important contribution is the software

package that we have developed to streamline the process of
using automated handwriting identification features in pale-
ographic attribution. Here we will discuss the steps we’ve
taken to make the software easy to use and encourage adop-
tion. All of the code is open source and available for use
with under a MIT License to maximize accessibly. We
have also built the tool such that the previously described
methodology for comparing patches to a template can be
replaced with another model or method of comparison.
5.1. Graphical User Interface

In order to make the software sufficiently usable, we de-
veloped a GUI using PyWebView5. When starting the soft-
ware the user is presented with a splash screen as shown
in Figure 6. From that screen, the user can choose an al-
gorithm to use to evaluate the image, and then build a tem-

5https://pywebview.flowrl.com/

Figure 6. The initial Splash Screen of our software.

plate for a specific identity. The software then displays a file
chooser screen, and the user is prompted to select a folder
containing the images that will build the template.

Figure 7. The user can mouse over portions of the document to see
more details about each tile.

After building as many templates as needed, the user can
choose a template from the drop-down list and use it to ex-
amine an image. This brings the user to a new “Examine
Image” screen. From here a user can choose an image to
load, and then the model will process it, giving similarity
scores for each tile. In the output, tiles with a low simi-
larity are shaded red, tiles that are on the lower end of the
accept threshold, which were determined empirically from
the Privy Seal dataset, and can also be adjusted by the user,
are shaded yellow, and very high similarity tiles are shaded
green. Users can mouse over areas of interest, and the tiles
will be displayed on a side panel along with their raw simi-
larity scores. The “Examine Image” screen is shown in Fig-
ure 1, a closer view of some of the elements can be seen in
Figure 7, and a zoomed out view of a positive and negative
match are shown in Figure 8.
5.2. Distribution

Even the most technical among us has struggled with
installing the correct dependencies, and paleographers are
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Hoccleve Example Compared to Hoccleve Template

Hoccleve Example Compared to Langeport Template

Figure 8. An example showing a document written by Hoccleve
compared to a Hoccleve template (top) and the same document
compared to a template of another Privy Seal scribe, Richard
Langeport (bottom).

not typically the most technical among us. Therefore, we
have packaged our tool for Windows, MacOS, and (Ubuntu)
Linux using PyInstaller6 to make standalone executable
files with all of the dependencies included. This makes
getting started with our tool much easier than it would be
otherwise, completely removing the need to set up a virtual
environment and install dependencies. To maximize com-
patibility the “prebuilt” version of our software is designed
to be run on the CPU, but inference can also be run on a
GPU when the environment is set up manually.

6. Case Study: Hoccleve or not?
To demonstrate one way in which our software could be

used, we go back to Thomas Hoccleve, a highly produc-
tive and leading clerk of the Privy Seal who also happens
to be one of the most important fifteenth-century English
poets. His handwriting is the most extensively studied of
any medieval English writer, and Hoccleve has left behind
more than 1000 government records written in his hand and
several holograph manuscripts as well as books to which
he contributed his handwriting [3, 10, 11, 27, 35, 40]. This
makes identifying his handwriting a very interesting use
case for our software. To demonstrate how our tool might
be used, we took some instances of his handwriting and ex-
amples not written by him, and ran these through our fully
trained model. We generated a biometric template for Hoc-
cleve’s handwriting using the patches surrounding the top
100 ORB [31] keypoints in the Hoccleve images from our
Privy Seal Dataset.

Our first example is a sanity test. The image is from
Bodmer 48, a later 15th-century manuscript of Chaucer’s
Canterbury Tales copied by a scribe 40-50 years after Hoc-
cleve’s death. (“Bodmer” in Figure 9) Like the other ex-
amples in this case study, it is written in an English Secre-
tary script. This script bears many similarities to our target
but is immediately visually distinguishable from Hoccleve’s
handwriting to anyone familiar with his hand; no human pa-

6https://pyinstaller.org/

leographer would identify this example as Hoccleve. The
model agrees: almost all of the text in our example image
has been colored red. (Blank expanses of paper or parch-
ment tend to result in false positives, as shown here.)

The second image is from a copy of Hoccleve’s Reg-
iment of Princes, British Library MS Royal 17 D. xviii.
(“Royal” in Figure 9) In 2011, Linne R. Mooney advanced
an argument that it was in fact a holograph — the origi-
nal manuscript itself [28]. However, this attribution was
quickly met with skepticism: Daniel Wakelin first noted that
some letterforms in the manuscript are uncharacteristic for
Hoccleve; Lawrence Warner offered a more thorough anal-
ysis of the differences, concluding that the manuscript is not
in Hoccleve’s hand; and Sebastian Sobecki further observed
that the script is dissimilar to that used by scribes of Hoc-
cleve’s office, the Privy Seal [40,45,46]. As an example that
caused disagreement amongst experts, it represents an inter-
esting benchmark. One would expect the model to evaluate
it as significantly more similar to Hoccleve than the Bodmer
manuscript used as a control. Our model’s evaluation of it is
shown in Figure 9. While there is a not insignificant amount
of green on the paper parts of the image, we see the major-
ity of the text itself is yellow or red. Accordingly, we align
ourselves with the critics: the Royal manuscript is unlikely
to be Hoccleve’s.

British Library MS Harley 219 contains many different
texts and was written by several scribes, one of whom was
recently identified as Hoccleve by Misty Schieberle [32].
(“Harley” in Figure 9) Here we compare folio 134r, a por-
tion of Christine de Pizan’s Middle French Epistre Othea,
to our Hoccleve template, and find significantly positive re-
sults. So far, no one has contested Schieberle’s attribution.
Our results do not compel us to do so, either.

The scribe of our final example, Cambridge, Trinity Col-
lege MS O.7.43, has never been identified. (“TCC” in Fig-
ure 9) The manuscript is a small miscellany of only 43 fo-
lios, written by a single scribe in brown ink, with some blue
initials with red detailing. The sparse description by cata-
loguer M. R. James says only: “Cent. xv, very well written.”
Very well written... by Hoccleve? Plausibly so, according
to our model, and the paleographers on our team agree [41].

The paleographers on our team (whose own oculi
palaeographici accept the Harley and TCC attributions and
reject that of the Royal) are highly encouraged by these re-
sults, because the Hoccleve items we used to generate this
comparison template are all from his work at the Privy Seal.
They are, therefore, examples of how Hoccleve wrote when
he was writing documents, not literary works. This shows
that the tool can give useful results across similar scripts,
rather than only the exact same form of script. As shown
in Figure 8, it can also clearly distinguish between different
scribes writing precisely the same script.
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Bodmer Royal Harley TCC

Figure 9. The result of comparing known Hoccleve examples against folios from four different manuscripts: Cologny, Fondation Martin
Bodmer, Cod. Bodmer 48; London, British Library, MS Royal 17 D.xviii; London, British Library MS Harley 219; Cambridge, Trinity
College MS O.7.43.

7. Conclusion and Future Work
Despite excellent results on benchmark datasets in the

literature, previous work by computer vision scientists has
not significantly impacted the field of medieval paleogra-
phy. Paleographers have found no turnkey methodology for
the stylistic analysis of handwriting that can help identify
different scribes. While our tool does not entirely solve this
problem, we believe that it takes some important first steps.
Firstly, our approach has included paleographers in every
step of the design process. With the tool already in the
hands of paleographers, development of our software will
continue with their feedback as a guiding force. Our case
study on manuscripts attributed to Thomas Hoccleve is an
example of how paleographers are already able to use this
tool in support of their scribal attributions. We offer solid
foundations for important future research lines that are cen-
tral to our understanding of literary and intellectual culture,
such as identifying scribal collaboration in manuscripts and
locating spatial clusters of scribes affiliated with various
civic, national, and religious institutions in medieval Lon-
don and elsewhere.

This tool is very much a work in progress. We plan to
continue supporting and developing it as an open source
project. We do hope to include a wider variety of algo-
rithms in future versions of the software. Including some of
the pre-machine learning methods that are still quite com-
petitive, different types of metric learning techniques such
as siamese networks, and transformer based models that can
take in additional context. Additionally, we hope to add
more sophisticated layout analysis tools that can give the
software more consistent alignment to the text.

A tool that can automatically identify script types and
scribal hands would mark a watershed in the field of pale-
ography. Software that succeeds at this task could be run
over large and previously unanalyzed corpora, offering in-

sight in days that may have taken an entire career’s worth
of work before. Even a moderately accurate tool of this
sort would help paleographers identify interesting digitized
manuscripts available online.

However, paleographers are likely to be skeptical of new
findings that are supported only by a high similarity score.
We expect that the identification of TCC MS O.7.43 as the
hand of Hoccleve on the basis of our model alone is un-
convincing without further explanation of the paleographic
features of this manuscript, which will follow in a sepa-
rate paper. Computer vision scientists may be able to create
tools that assist paleographers with this descriptive step as
well, by calculating some explicit measurements relevant to
scribal aspect. For example, Sobecki used an orthopedic
goniometer to measure — by hand — the angles of long
letters in order to distinguish individual Privy Seal scribes
from one another [40]. A computer application would be
more convenient. While our software does not currently do
this, it is something that we would like to work on in fu-
ture versions. This kind of measurement would not only
make comparison of hands and collaboration between pale-
ographers easier, it would also make the confidence level of
paleographers’ results more apparent to non-specialists.
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