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Abstract

Gait Recognition is a computer vision task aiming to
identify people by their walking patterns. Although ex-
isting methods often show high performance on specific
datasets, they lack the ability to generalize to unseen sce-
narios. Unsupervised Domain Adaptation (UDA) tries to
adapt a model, pre-trained in a supervised manner on a
source domain, to an unlabelled target domain. There are
only a few works on UDA for gait recognition proposing
solutions to limited scenarios. In this paper, we reveal a
fundamental phenomenon in adaptation of gait recognition
models, caused by the bias in the target domain to viewing
angle or walking direction. We then suggest a remedy to
reduce this bias with a novel triplet selection strategy com-
bined with curriculum learning. To this end, we present
Gait Orientation-based method for Unsupervised Domain
Adaptation (GOUDA). We provide extensive experiments
on four widely-used gait datasets, CASIA-B, OU-MVLP,
GREW, and Gait3D, and on three backbones, GaitSet, Gait-
Part, and GaitGL, justifying the view bias and showing the
superiority of our proposed method over prior UDA works.

1. Introduction
Gait recognition is a biometric method that analyzes and

identifies individuals based on their walking patterns. It in-
volves the analysis of various characteristics such as stride,
body shape, motion postures, and limb movements. Gait
recognition has been widely used in different application
areas such as sport [45], health monitoring [34], forensic
analysis [31] as well as security and surveillance [33]. How-
ever, compared to different biometrics, like face and finger-
print recognition, gait is a challenging task due to complex
conditions such as clothes changing, object carrying, and
diverse camera views. Existing methods achieve high per-
formance on specific datasets [4, 9, 29]. GaitSet [4] learns
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from a set of gait silhouettes, GaitPart [9] proposes body
part-based model, and GaitGL [29] utilizes global and local
visual information. However, the ability of these methods
to generalize to new datasets is limited due to domain gaps.
Domain gaps can be caused by e.g. different camera settings
or clothing conditions (changed between seasons), making
the gait sequences appear differently across use cases.

Unsupervised Domain Adaptation (UDA) aims to trans-
fer a model learned from a source domain with labeled data
to an unseen target domain without labels. UDA is common
in different computer vision tasks, such as object classifi-
cation [42, 50], semantic segmentation [5, 16], and person
re-identification [3, 21, 40].

UDA for Gait Recognition addresses the case in which
the source and target domains include different identities.
One main concern for gait recognition task is the ability
to recognize an individual over different camera views and
walking directions. The interplay between camera posi-
tioning and an individual’s walking direction within the 3D
realm defines what is referred to as the viewing angle in lit-
erature [8, 35, 44]. Gait recognition models are trained to
generalize over different viewing angles, particularly tested
by robustness on such scenarios [35, 44].

In this paper, we consider a case where a trained model
on a labeled source domain should be adapted to a target
domain without any access to the target labels or the source
data (that could be unavailable due to privacy issues). To
this end, we first use the source model to generate an initial
representation of the target domain followed by an adapta-
tion scheme to adapt the pre-trained backbone to the new
domain. Such adaptation is often carried out by applying
a contrastive loss such as triplet loss [14]. Without access
to the labels in the target domain, prior works used differ-
ent cues to distinguish (approximately) between the sam-
ples [39, 47]. In this paper, we propose GOUDA - Gait
Orientation-based method for Unsupervised Domain Adap-
tation. Our method is driven mainly by a strong observation
of the gait view distribution in the target domain (we con-
sider yaw angle here). Fig. 1 shows an example of view dis-
tribution on OU-MVLP dataset [35]. The depicted UMAPs

This WACV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

6109



(a) Target Domain = Source Domain (b) Direct Testing (c) Direct Testing + GOUDA

Figure 1. Gait embedding visualization (UMAP [32]) for domain transfer between GREW as source and OU-MVLP as the target domain.
Points are color coded by viewing angle. Fig. 1a showcases the single domain scenario, in which source and target domains are the same
(OU-MVLP). Fig. 1b presents the direct testing scenario, in which the model was trained on GREW and tested on OU-MVLP. The Rank-1
performance is dropped and a strong viewing angle bias is observed. Fig. 1c presents the direct testing scenario after applying GOUDA
using the viewing angles provided in the dataset (just for sake of illustration). Our method is capable of disentangling the viewing angle
bias to improve the recognition performance, showing a relatively uniform view distribution similar to the source domain.

show the distribution of gait representations color coded by
corresponding viewing angles. While in the source domain
(Fig. 1a) the distribution is nearly uniform indicating that
relations in the embedding space are invariant to the view,
the clustered colors in the target domain (Fig. 1b) imply a
strong bias toward the viewing angle. In the target domain,
nearby points are likely to be from similar view and not
necessarily the same identity (see Rank-1 accuracies in the
figure). This view bias causes a significant drop in recogni-
tion. Fig. 1c shows that GOUDA is capable of disentangling
the view bias, modifying the embedding space in the target
domain to improve the recognition accuracy. We show that
this fundamental observation and correction method is a key
contributor to gait UDA methods as evaluated over various
gait backbones and cross domain datasets. Essentially, we
suggest a novel triplet selection strategy, based on this key
observation. Our method also uses a self-supervised method
and curriculum learning, to further boost the results. To
summarize, these are our key contributions:

• We reveal a fundamental bias in cross-domain gait
recognition models toward viewing angles.

• We propose GOUDA, a UDA method with a novel
view-based Triplet Selection strategy, mitigating the
observed viewing angle bias and leading to a signifi-
cant improvement in gait UDA task.

• We conduct extensive experiments with three back-
bones and with 14 source and target combinations, out-
performing prior state-of-the-art by a large gap.

2. Related Work

Existing gait recognition methods can be grouped into
two primary categories: model-based approaches and
appearance-based approaches.

Model-based approaches [24,27,36,43] focus on captur-
ing the underlying structure and kinematic features of the
human body to learn the walking patterns for recognition.
These methods utilize structural models, such as 2D or 3D
skeleton keypoints [24, 27, 36, 49] as their input represen-
tation, aiming to achieve robustness to clothing and object
carrying conditions. However, they often face challenges
in estimating body parameters in low-resolution videos.
Appearance-based methods extract gait representations di-
rectly from RGB images or binary silhouette sequences
without explicitly modeling the human body. In this con-
text, Silhouette-based recognition is widely used in the liter-
ature e.g., template-based methods [12, 23, 38, 38] that treat
entire gait sequences as templates, sequence-based methods
that consider gait sequences as videos [7, 17, 18, 26, 28, 29]
or as an unordered image set [4, 15]. In our study, we use
appearance-based gait recognition models, specifically em-
ploying silhouette sequences or unordered sets as input data.

2.1. Unsupervised Domain Adaptation (UDA)

In general UDA task [30, 41], domain-invariant feature
learning aims to align the source and target distributions by
minimizing divergence measures [20] or by utilizing adver-
sarial training [11, 37]. Other UDA approaches employ en-
semble methods [10] or adapt batch normalization statistics
from source to target domain [25]. A different approach ap-
plies clustering using pseudo-labels [3, 21, 40], in the target
domain. Our approach draws inspiration from aligning the
source and target distributions.

UDA has been employed in the re-identification task
coping with variations in view, camera settings, and en-
vironmental conditions, over different domains. In this
respect, UNRN [48] is a clustering-based method with
uncertainty-guided optimization driven by a teacher-student
framework. SECRET [13] utilizes global and local features
for a self-consistent pseudo-label refinement. A triplet strat-
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Figure 2. An example of positive sample selection. We use the
setting with GaitSet and OU-MVLP (source) to CASIA-B (target).
TraND [47] usually selects positive samples with the exact same
view as the anchors due to its strategy to bring adjacent samples
closer. Contrary to that, GOUDA selects positives with different
views by default. Here, the anchor view is 54◦, and the positive
sample selected by GOUDA is of view 108◦. In both cases, the
positives are correct identity-wise. By bringing closer samples of
different views, our method improves the cross-view benchmarks
and outperforms TraND, as shown in Table 2.

egy was used by Bertocco et al. [3] based on the diversity
of cameras within a cluster. However, these studies address
a different task of re-identification. In contrast to the person
re-identification task, gait recognition focuses on videos of
binary silhouettes or human skeletons rather than RGB im-
ages, to be invariant to the RGB appearance information.

Despite the necessity of UDA in Gait Recognition, only
a few studies have addressed this specific task [39,47]. Both
of these methods attempt for a fine-tuning adaptation on the
target domain. From Indoor to Outdoor (FI2O) [39] con-
ducts an adaptation step by using a pseudo-labeling strategy
in the target domain, to adapt a model trained on an indoor
environment to an outdoor using noisy labels. Their method
relies on a clustering approach that assumes the existence of
multiple sequences per person in the target dataset, which
may not always be available. TraND [47] attempts to close
the domain gap by a neighborhood selection strategy (for
training) that relies on an entropy-based confidence mea-
sure. Effectively, its main effort is to keep bringing closer
adjacent samples, with high confidence of belonging to the
same identity. As a result, TraND tends to favor positive
samples with similar views. Due to this bias, TraND strug-
gles to deal with the common case of different views. In
contrast to TraND, GOUDA adopts a different strategy by
selecting positive samples from diverse views (see Fig. 2).
It enriches the training set and contributes to the develop-
ment of a model that is robust against variations in views.
We also show that adding self-supervised learning on top of
our triplet selection method, boosts the results, reducing the
gap toward the upper bound of fine-tuning with labels.

3. Method
Figure 3 presents an overview of our method with three

main stages. First, a gait model, pre-trained on a source
domain, is used as a feature extractor for an unseen tar-
get domain. In the embedding space, each sequence is de-
scribed by its evaluated viewing angle, while its label (iden-

Figure 3. An overview of GOUDA. First, a pre-trained backbone,
trained on the source domain, is used to extract gait features of
sequences from an unseen target domain. Each sequence in the
figure is characterized by a distinct shape, representing its corre-
sponding view extracted using View Extraction module. Second,
the Triplet Selection algorithm is applied, aiming to push away
sequences of similar views and bring closer different ones in the
embedding space. The colored shapes depict the selected triplets.
The triplets are then used to update the backbone using triplet loss.

tity) is unknown. Second, our Triplet Selection approach
is applied, aiming to push away sequences of similar views
while bringing closer different views. In order to increase
the probability that the triplets are identity-wise correct, we
further adopt a Curriculum Learning framework [2] based
on a certainty measure. Lastly, the selected triplets are used
to fine-tune the network using standard triplet loss.

3.1. View Extraction

In gait recognition, the view is defined as the walking
direction of the person relative to the camera. To estimate
the view of a gait sequence in the target domain, we use the
provided 2D keypoints (representing the posture of human
body parts). First, we apply MHFormer [22] to regress the
3D keypoints per frame. Then, we estimate the sequence
view (yaw angle) using the median 3D keypoints of relevant
body parts - hips and shoulders. For real application uses,
the 2D keypoints can be estimated from RGB images.

3.2. Triplet Selection

This section provides a description of the Triplet Selec-
tion algorithm, which aims to improve performance on the
target domain by disentangling the view bias. Ideally, we
aim to find correct triplets such that, given an anchor, the
positive sample has the same identity but a different view,
and the negative sample belongs to a different identity but
of similar view.

Negative Sample Selection. Based on the observation
that gait recognition models strongly emphasize view-based
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features in the target domain (Fig. 1), we assume that within
a neighborhood of samples with a similar view, there are
likely to exist samples of different identities.

Positive Sample Selection. Gait models demonstrate a
certain level of learned general gait features. Hence, we as-
sume that among all samples with different views, the ones
with the same identities are reasonable to be the closest1.
In Fig. 1b, it is implied by the cross-view Rank-1 accuracy
(25.7%), which is much higher than random (±0.02%).

In the embedding space, we prioritize pushing away
similar-view samples and bringing closer together cross-
view samples. We use various techniques, such as curricu-
lum learning, to increase the identity-wise certainty.

The input to the algorithm (pseudo-code presented
in Alg. 1) is an unlabeled target domain set S :=
{(xr, vr)}Rr=1, where R is the number of gait sequences,
xr ∈ RW×H×T is the r-th sequence with T frames of size
W × H , and vr ∈ R is its estimated view. Each gait se-
quence xr is represented by its embedding er=f(xr), where
f(·) is a gait model pre-trained in a supervised manner on
the source domain. In addition, we define the following
hyper-parameters: margin m, and view thresholds Ts, Tc

such that Ts ≤ Tc. We use vj as an indicator (in the range
of [0, 360)), for separation of the data for each anchor a into
two mutually exclusive sets. Considering an anchor a, the
sample j belongs to the set χa

similar, if |va − vj | < Ts, and
belongs to χa

cross, if |va − vj | > Tc. The triplets {a, p, n}
are selected such that n ∈ χa

similar and p ∈ χa
cross.

Given a set of embeddings and views {(er, vr)}Rr=1, we
now calculate the distances matrix D ∈ RR×R, such that
Di,j := d(ei, ej), where d is the cosine distance metric. In
order to increase the certainty of triplets to be identity-wise
correct, we select them as follows. The positive p is de-
fined as the closest sample to a in χa

cross (line 4 in Alg. 1).
We choose n ∈ χa

similar to be the farthest sample from a
within a fixed margin m from p (line 5 in Alg. 1). Eventu-
ally, the triplet {a, p, n} is “valid” if exists at least one sam-
ple in χa

similar that is closer to a than n (line 6 in Alg. 1).
Both restrictions on n are used to increase the probability
that a and n do not share the same identity, assuming that
the closest similar-view sample is more likely to share the
same identity. The margin m is incorporated into the nega-
tive sample selection (line 5 in Alg. 1) in order to align with
the objective of triplet loss. An illustration of the Triplet
Selection algorithm is shown in Fig. 4, and described in Al-
gorithm 1. The algorithm is applied iteratively during the
training process (Section 3.3).

3.3. Curriculum Learning

Inspired by [2, 47], we apply the Triplet Selection al-
gorithm in four different stages during training, in a from-

1In the supplementary materials, we present further intuition and justi-
fication, including a shared visualization of views and identities.

Algorithm 1 Triplet Selection

0: function TRIPLET SELECTION(D, {vr}Rr=1)
1: for a← 1 to R do
2: χa

similar ← {j | |va − vj | < Ts, a ̸= j}
3: χa

cross ← {j | |va − vj | > Tc}
4: p← χa

cross[argmin
j∈χa

cross

{Da,j}]

5: n← χa
similar[ argmax

j∈χa
similar

{Da,j | Da,j < Da,p +m}]

6: if ∃j ∈ χa
similar s.t: Da,j < Da,n then

7: V: Valid Triplets← {a, p, n}
8: C: Confidence Scores← 1−Da,p

9: Selected Triplets← V[argmax C
top q%

]

10: return Selected Triplets

Figure 4. Triplet selection illustration (shape describes view).
Given an anchor a, the positive p is the closest sample with a dif-
ferent view. The negative n is the farthest sample (up to margin m
from p) with a similar view as a. A triplet {a, p, n} is “valid” if
exists at least one similar-view sample closer to a than n.

easy-to-hard manner. We define a triplet confidence score
as the cosine similarity between the anchor and the positive
samples (1−Da,p). We select the top q% valid triplets V ac-
cording to their confidence scores C, while q gets higher in
each stage. We keep improving target domain performance
by starting from updating the model with a small amount but
high-quality data and carefully extending the dataset size.

3.4. Stopping Criteria

In contrast to previous works [39, 47], we introduce an
indicative stopping criteria (SC) using a validation set. Al-
though training with a fixed number of iterations is simple,
it lacks control over the distribution obtained in the embed-
ding space, due to an over-fitting risk. Our SC is driven
by the desire to achieve greater diversity in view within the
neighborhoods. Given a validation set of size Nval, for each
sample a we compute its K nearest neighbors, KNN(a),
using the cosine distance metric. Then, we count how many
of the K samples are of similar view as a. The final SC
value is the average of all counts (Eq. 1). Eventually, we
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choose the checkpoint in which SC is minimal.

SC =
1

Nval

Nval∑
a=1

∑
i∈KNN(a)

1[i ∈ χa
similar] −→ min (1)

3.5. Model Updating

In the adaptation stage, we optimize the backbone f with
two triplet loss objectives: GOUDA and self-supervision
loss. Suppose {ai, pi, ni} is a selected triplet, GOUDA loss
is given by:

LGOUDA =

N∑
i=1

[Dai,pi −Dai,ni +m]+ (2)

where N represents the number of triplets, m is the triplet
loss margin and [x]+ is max(x, 0). Note that a and n share
a similar-view, different from p. Our self-supervision loss
(SSL) is defined by:

LSSL =

N∑
i=1

[Dai,ãi −Dai,ni +m]+ (3)

In the self-supervision loss we replace p with ã, an aug-
mented version of a. The augmentations are two random
sub-sequences of the same gait sequence. Eventually, the
losses are linearly combined to our domain adaptation loss:

L = LGOUDA + LSSL (4)

The selected triplets are randomly extracted for training.

4. Experiments
4.1. Datasets

In this paper we evaluate the proposed GOUDA on four
well-known gait datasets, CASIA-B [44], OU-MVLP [35],
Gait3D [46], and GREW [51].

CASIA-B [44] is a popular indoor gait dataset. It con-
tains 13,640 gait sequences, including 124 subjects with 11
views. Each subjects’ videos include 3 different settings,
normal walking (NM), walking with a bag (BG), and walk-
ing with a coat (CL). The first 74 subjects are used for the
training set and the rest 50 subjects are used for the test set.

OU-MVLP [1, 35] is a large indoor gait dataset. It con-
tains 10,307 subjects with 14 views. According to the pro-
vided protocol [4], 5,153 subjects are used for the training
set, and the remaining 5,154 subjects are used for testing.

Gait3D [46] is a 3D representation-based gait dataset
captured in the supermarket. The dataset contains 4,000
subjects and over 25,000 sequences extracted from 39 cam-
eras. The training set includes 3,000 subjects, and the test
set includes the remaining 1,000 subjects.

GREW [51] is a large-scale in-the-wild gait recognition
dataset. The dataset contains 26,345 subjects and 128,671
sequences extracted from 882 cameras. We adopt 2 pro-
tocols to evaluate the dataset [51], [39]. According to the
first protocol [51], the training set contains 20,000 subjects
and the test set includes 6,000 subjects. The second proto-
col [39] splits the original training set, the first 2,000 sub-
jects are utilized for training and the last 2,000 subjects are
utilized for test. We refer to the latter partition as GREW∗.

4.2. Implementation details

We use three different well-known gait backbones - Gait-
Set [4], GaitPart [9], and GaitGL [29] to evaluate the pro-
posed GOUDA. The input silhouettes in all datasets are re-
sized to 64×44. Each backbone was first trained on the
source domain data, using the implementations provided in
OpenGait code [8]. The training set in each target domain
was partitioned into separate training and validation sets.
Specifically, we created the validation set by selecting the
last 10% of subjects from the training set.

In the model updating stage, all backbones were trained
using the loss function as described in Eq. 4, with m = 0.2.
View thresholds Ts, and Tc are set to 10◦ and 20◦ respec-
tively. We adopt Adam optimizer [19] with a learning rate
of 1e-5 and weight decay of 5e-4. In every training iteration,
a batch size of 32×4 was employed, where the number 4
corresponds to the inclusion of two different augmentations
applied to the anchor sample (a, ã), a positive sample (p),
and a negative sample (n). The final weights of the model
were selected according to the optimal results of the stop-
ping criteria (cf. Sec. 3.4) on the validation set. K value
of the SC was set to 5. The curriculum learning strategy
includes four stages, where each stage involves selecting a
higher percentage of top q% valid triplets: 10, 25, 50, and
1002. The amount of training iterations after each stage is
proportional to the number of selected triplets. Specifically,
we move to the next stage after each selected triplet appears
in training 10 times on average.

5. Evaluation
5.1. Results

Comparison to Direct Testing. Our method does not
assume special architectural conditions and therefore can
be integrated with different kinds of deep backbones3. We
evaluate the performance of GOUDA when combined with
various backbones, including GaitSet [4], GaitPart [9], and
GaitGL [29], as shown in Table 1. These results are then
compared to Direct Testing performances, i.e. models that
are trained solely on the source domain in a supervised man-

2Ablation study on q values is shown in the Supplementary Materials.
3In the Supplementary Materials, we show that the domain gap pre-

sented in Fig. 1 is consistent across different gait backbones.
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Source
Dataset Backbone

Target Dataset
CASIA-B

OU-MVLP GREW Gait3D
NM BG CL

GO DT GO DT GO DT GO DT GO DT GO DT

CASIA-B

GaitSet
GaitPart
GaitGL

-
27.9
27.5
34.0

9.6
10.8
16.2

9.4
15.3
14.6

9.4
9.3

11.6

9.3
11.5
10.9

7.7
6.6
7.6

OU-MVLP

GaitSet
GaitPart
GaitGL

87.0
91.5
92.8

74.0
73.9
81.7

68.0
78.4
80.9

55.5
56.9
71.5

27.2
38.7
44.6

16.4
20.7
28.8

-
11.7
21.0
25.7

12.3
14.8
21.4

13.3
18.8
21.6

13.0
11.2
16.0

GREW

GaitSet
GaitPart
GaitGL

76.9
81.4
82.7

65.6
69.2
69.8

56.8
68.3
73.2

44.9
52.1
61.1

26.0
33.9
44.6

20.8
25.4
31.9

38.8
43.6
44.2

21.8
23.9
25.7

-
16.3
19.5
18.4

19.0
19.3
15.6

Gait3D

GaitSet
GaitPart
GaitGL

73.4
76.7
79.0

62.8
61.8
63.5

51.9
61.1
65.4

45.8
47.0
51.2

20.4
24.5
24.9

11.9
13.7
16.3

41.9
32.2
37.0

20.8
19.1
23.7

14.9
14.9
10.7

19.2
14.2
14.3

-

Table 1. Rank-1 accuracy of GOUDA (referred to as GO) compared to the results of Direct Testing (DT) for various backbones [4], [9], [29].
This table describes 12 settings of source and target datasets.

ner. It is evident that the direct testing results exhibit a cer-
tain level of competence in learning general gait features,
which contributes to achieving reasonably decent results
in the target domains. Nevertheless, these results are still
unsatisfactory. Referring to Table 1, it becomes apparent
that our method yields substantial improvements in Rank-
1 accuracy across almost all settings. Notably, GOUDA
demonstrates improvements across multiple backbones, un-
derscoring the algorithm’s robustness independent of any
specific architecture. This finding reinforces the observa-
tion presented in Section 1. GOUDA demonstrates superior
performance compared to Direct Testing results in 49 out of
54 cases. In some cases, our method improves the Rank-1
accuracy by a significant margin, for example from 23.9%
to 43.6%, when using GaitPart trained on GREW (source)
to OU-MVLP (target). In the supplementary materials, we
present even higher improvements when using ground truth
views provided as meta-data in CASIA-B and OU-MVLP
datasets, avoiding the noise produced by the View Extrac-
tion module. It may suggest that the potential of GOUDA
is higher, if using an improved 3D keypoints estimator.

It is apparent that the Rank-1 improvements achieved by
GOUDA are considerably higher when employing CASIA-
B or OU-MVLP datasets as the target domain, compared
to GREW or Gait3D. This disparity can be attributed to
the nature of the datasets themselves. CASIA-B and OU-
MVLP are indoor datasets captured in controlled environ-
ments, whereas GREW and Gait3D were collected in-the-
wild. Consequently, the latter datasets present more chal-
lenging conditions for gait recognition, potentially lead-
ing to lower gains in performance compared to the former
datasets. Furthermore, our method relies on estimating a

single view through the entire sequence. However, such an
approach does not accurately reflect the conditions encoun-
tered in datasets captured in the wild. In practice, one can
decompose the gait sequence into snippets with piece-wise
constant views and analyze them separately.

Comparison with State-of-The-Art. We compare
GOUDA to state-of-the-art UDA gait recognition meth-
ods [39, 47] and present them in Table 2. To ensure a fair
comparison, we employ the same backbone in each compar-
ison, GaitGL when comparing with [39] and GaitSet when
comparing with [47]. In order to compare to TraND [47],
we trained their model using the implementations provided
by the authors. As a reference, we further report the results
of UDA methods for person re-identification, UNRN [48]
and SECRET [13], applied by [39]. In these cases, the
entire gait sequence was compressed to a single template
(GEI [12]) as these models get a single image as an input.

As shown in Table 2, GOUDA significantly outperforms
prior works in 9 out of 10 settings. The difference in results
between GOUDA and TraND [47] can be attributed to the
fundamental principle on which the TraND approach relies.
This approach is centered around an entropy-first neighbor
selection strategy focusing solely on the nearest neighbor
sample that is likely to share the same view. We believe that
due to this reason, TraND is less robust to different views.

5.2. Ablation Study

To demonstrate the efficacy of the proposed method and
assess the influence of various key components, we car-
ried out an ablation study using GaitGL with OU-MVLP
(source) to CASIA-B (target) setting. The experimental re-
sults are reported in Table 3.
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Method
CASIA-B → GREW∗ OU-MVLP → GREW∗

R1 R5 R10 R1 R5 R10

UNRN 20.2 32.1 39.0 12.7 22.6 27.9
SECRET 12.3 19.6 24.8 20.1 30.9 37.0
GaitGL 30.0 40.5 46.6 42.1 56.2 63.0
FI2O 37.4 49.2 53.8 47.0 60.2 65.7

GOUDA 35.6 49.9 56.0 50.4 65.0 71.0

Method CASIA-B → OU-MVLP
OU-MVLP → CASIA-B
NM BG CL

GaitSet 9.6 74.0 55.5 16.4
TraND 15.8 74.7 56.1 16.2

GOUDA 27.9 87.0 68.0 27.2

Table 2. Comparison with the state-of-the-art UDA gait recog-
nition methods, FI2O [39] and TraND [47], and with UDA meth-
ods for person re-identification, UNRN [48] and SECRET [13].
Results are reported by Rank-1 (R1), Rank-5 (R5) and Rank-10
(R10). GOUDA is compared to each method in two different set-
tings. GREW∗ uses the protocol presented in [39]. Direct testing
and domain adaptation results of the UDA gait methods are shown
with relevant backbones (as used in the corresponding papers).

Analysis of Various Key Components. We trained vari-
ous models that emphasize the impact of key components in
GOUDA (rows 2-8 in Table 3). Row 2 highlights the impact
of incorporating m in the Triplet Selection process. In this
experiment, we used m = 0 when selecting the negative
samples (line 5 in Alg. 1). Interestingly, the results are even
lower than those achieved with Direct Testing. This out-
come can be attributed to the fact that excluding the margin
in the Triplet Selection algorithm leads to a significantly re-
duced number of valid triplets available for training. Thus,
it may potentially result in an overfitted model, as it lacks
the necessary diversity and complexity in the training data.
In row 3, we demonstrate the effectiveness of incorporat-
ing a curriculum learning strategy. In this training process,
the model undergoes four stages of triplet selection as well.
However, unlike GOUDA, all valid triplets are selected dur-
ing training (q = 100% in all four stages).

Loss Components. The models in rows 4-5 were
trained without LSSL and LGOUDA, respectively, i.e. all
triplets related to each one of these loss terms were excluded
from L. We observe the significant impact of these loss
terms on the results, especially of LGOUDA, which is the
key component of the loss.

Hyperparameters. In row 6, we explore a differ-
ent Stopping Criteria (SC) for GOUDA. Instead of using
5 neighbors (K = 5), we examine the SC with a single
nearest neighbor (K = 1). In this case, the results are com-
parable to GOUDA. However, selecting an environment of
5 neighbors might be less prone to noise compared to solely

# Method
OU-MVLP → CASIA-B
NM BG CL

1 GaitGL Direct Testing 81.7 71.5 28.8
2 GOUDA w/o m 68.2 43.6 20.3

3
GOUDA w/o curriculum

learning
88.2 72.0 36.8

4 GOUDA w/o LSSL 90.8 76.7 39.0
5 GOUDA w/o LGOUDA 87.5 72.9 41.3
6 GOUDA w/ SC K = 1 92.1 79.6 45.9
7 GOUDA w/ Tc = 10◦ 87.8 70.2 39.8
8 GOUDA w/ Ts = 20◦ 92.1 80.2 46.8

9 Triplet Selection Oracle 96.3 90.3 55.6
10 Supervised fine-tuning 98.3 94.7 86.7

11 GOUDA 92.8 80.9 44.6

Table 3. Ablation experiments with domain adaptation from OU-
MVLP (source) to CASIA-B (target). Average Rank-1 accuracies
across all 11 views are shown, excluding identical-view cases.

considering the nearest neighbor. Rows 7-8 present exper-
iments with different values of Tc and Ts (defined in lines
2, 3 of Alg. 1), where in each study only one threshold was
changed. These results are inferior or comparable to those
achieved with the original values.

GOUDA vs. Triplet Selection Oracle. To evaluate the
effectiveness of our novel Triplet Selection algorithm, we
conducted an experiment comparing GOUDA with a Triplet
Selection Oracle (row 9). In this particular experiment, we
trained the model using solely the correct triplets from the
set of valid triplets mentioned in Algorithm 1. Specifically,
the oracle utilizes the target identity labels l and exclusively
involves a valid triplet {a, p, n} only if la = lp ̸= ln. By
comparing the results of the oracle with those of GOUDA,
it is evident that despite the ability of our method to generate
high-quality triplets, there is still a gap to overcome.

Supervised Fine-tuning. In row 10, we present the re-
sults of supervised fine-tuning, as an upper bound, where
target labels are available. In this experiment, a standard
identity triplet loss [14] and cross entropy loss [6] were em-
ployed to fine-tune the GaitGL (without adaptation) on the
target domain for 50K iterations. It is evident that there is
still a large potential remained to achieve fully supervised
results, especially in BG and CL scenarios.

6. Analysis
In this section, we analyze our method, its consequences,

and limitations.
Curriculum Learning. To retrospectively analyze the

effect of curriculum learning (Section 3.3), we evaluate the
rate of correct triplets by determining triplets as correct if
la = lp ̸= ln (based on true labels). Fig. 5 shows that in

6115



Figure 5. Curriculum Learning Analysis. Triplet Selection is ap-
plied 4 times during training (x-axis). Y-axis shows how many of
the selected triplets are correct considering person identities. The
colors represent the top confident triplets, and in each stage the
chosen percentage is marked by a rectangle (see Section 3.3).

Figure 6. Curriculum Learning Analysis (as described in Fig. 5),
using the ground-truth views instead of estimated views. The trend
remains, but the percentage of correct triplets is higher.

each stage of Triplet Selection, selecting a smaller num-
ber of triplets with the highest confidence scores is better
in terms of triplets’ correctness. Moreover, the percentage
of correct triplets increases with stages, as the model perfor-
mance on the target domain improves. Both insights empha-
size the importance of learning in an easy-to-hard manner.
Although the percentage of correct triplets is approximately
15%-20% (Fig. 5), GOUDA significantly improves direct
testing results, due to its ability to reduce the target domain
view bias. Higher percentage (up to 90%) is achieved when
applying GOUDA using ground-truth views (see Fig. 6),
highlighting the importance of quality view estimations.

View Analysis. Here we show the recognition accuracy
as a function of view. Let us consider a triplet {a, p, n}
from our triplet selection algorithm. As described in Sec-
tion 3.2, p is the closest sample to a out of all cross view
samples. This results in a limited diversity among the se-
lected triplets, as each view is closely associated with a spe-
cific set of views based on its gait features (see Fig. 7). De-
spite that, we achieve significant improvements on the tar-
get domain test set. Fig. 8 presents the accuracy distribution
on the test set according to view, before and after applying
GOUDA. It is evident that the results improved for most of
the cross view combinations, due to the indirect effect of
changing the target domain view distribution (brighter col-
ors in the right figure, implying higher accuracies). Further-
more, our method maintains the initial direct testing results

Figure 7. View analysis of Triplet Selection algorithm, presented
on GaitGL from GREW (source) to OU-MVLP (target). Rows
represent the anchor view and columns the selected positive view.
Each row sums up to 1, and the measure presented is the percent-
age of each view of the selected positive samples. We suffer from
a lack of diversity, due to the similarity of views. For example,
for anchors with view 260, we mostly choose positives within the
view range [210, 240].

Figure 8. The internal Rank-1 accuracies on the target domain
(OU-MVLP) test set. “Direct Testing” is GaitGL pretrained in a
supervised manner on the source domain (GREW). Each element
in the matrix is the Rank-1 accuracy for the setting in which the
probe view is α and the gallery set includes sequences of view β.
Brighter color represents higher Rank-1. The final Rank-1 is the
average of all Rank-1 accuracies such that α ̸= β. We present
improvements in most of these cases after applying GOUDA.

on the exact same view combinations (diagonal), avoiding
any degradation effects.

7. Summary
In this paper, we introduce a core problem of Gait Recog-

nition models, often exhibiting a strong bias toward viewing
angles when transferred to a new target domain. To reduce
the presented gap causing a significant performance drop,
we propose GOUDA - an unsupervised domain adaptation
method, based on a new triplet selection strategy. We eval-
uate our method on multiple gait backbones and datasets,
showing significant improvements and demonstrating supe-
riority over prior works. We view our work as a first step
toward exploring approaches to adapt gait models to target
domains by looking at their view distributions.
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