Diffusion-based generation of Histopathological Whole Slide Images at a Gigapixel scale
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Abstract

We present a novel diffusion-based approach to generate synthetic histopathological Whole Slide Images (WSIs) at an unprecedented gigapixel scale. Synthetic WSIs have many potential applications: They can augment training datasets to enhance the performance of many computational pathology applications. They allow the creation of synthesized copies of datasets that can be shared without violating privacy regulations. Or they can facilitate learning representations of WSIs without requiring data annotations. Despite this variety of applications, no existing deep-learning-based method generates WSIs at their typically high resolutions. Mainly due to the high computational complexity. Therefore, we propose a novel coarse-to-fine sampling scheme to tackle image generation of high-resolution WSIs. In this scheme, we increase the resolution of an initial low-resolution image to a high-resolution WSI. Particularly, a diffusion model sequentially adds fine details to images and increases their resolution. In our experiments, we train our method with WSIs from the TCGA-BRCA dataset. Additionally to quantitative evaluations, we also performed a user study with pathologists. The study results suggest that our generated WSIs resemble the structure of real WSIs.

1. Introduction

Histopathology is the study of diseases through the inspection of tissue samples. It plays a vital role in clinical practice by providing information for accurate diagnosis. Furthermore, it is also essential in medical research for studying disease processes and contributing to developing new therapeutic strategies.

Histopathological analysis is preceded by a few preparatory steps. One first collects tissue samples, \textit{e.g.} via biopsies, excisions, or endoscopies. Then, the samples are fixed, encased in paraffin, and thinly sliced. The resulting tissue slices are then mounted on glass slides. Followed by staining, \textit{e.g.} using hematoxylin and eosin (H&E), to enhance the visibility of cellular components and highlight specific tissue features. After staining, slides can be scanned, resulting in high-resolution images, so-called Whole Slide Images (WSIs). Notably, a typical WSI has resolutions in the gigapixel range.

A major challenge when developing algorithms that analyse WSIs is their high resolution. Many established methods are unsuitable since they are designed for much smaller resolutions. This also applies in the field of synthetic image generation with deep-learning. Although some methods exist, they all generated only small excerpts of WSIs, \textit{i.e.} patches. However, such low-resolution patches contain far less detail than entire WSIs. Their high resolution offers a spectrum of detail, from a macroscopic overview of the tissue sample to fine details like individual cells at the highest magnification. Having this breadth of information is essential for many pathological applications. Consequently, to fully harness the potential of synthetic data in histopathology, generating WSIs at their full resolution is crucial.

There are many applications that could benefit from synthetic WSIs. For instance, using synthetic data to augment...
datasets is common to improve the performance of deep-learning models, *e.g.*, in segmentation or classification [28]. Both of these tasks are essential in computational pathology. For example, to find new Biomarkers [47], make survival predictions [8], or for tumor segmentation [41].

Moreover, synthetic WSIs could unlock access to currently inaccessible datasets for broad audiences. Despite institutions like biobanks or hospitals collect vast amounts of human tissue samples, data protection laws often prevent publishing this data without restrictions. This limits the accessibility for research, hindering potential advancements in the field. One approach to circumvent this issue is to publish synthesised versions of real datasets [17]. Such synthesised datasets could maintain patient privacy while preserving the diagnostically relevant attributes of the original data.

Besides generating data, generative models can also be leveraged to learn data representations without requiring annotations [12, 30, 43]. This is of particular interest in histopathology. Annotating WSIs is time-consuming due to their high resolutions and can often only be done by pathologists that have the necessary domain knowledge.

Motivated by the multitude of potential applications, this work presents a novel diffusion-based method to generate synthetic WSIs. Most significantly, we generate WSIs at remarkably high resolutions up to $65,536 \times 65,536$ pixels. Fig. 2 shows such a high-resolution image generated by our approach.

The major challenge of our method is the computational infeasibility of training diffusion models for the high-resolution of WSIs. Instead, we are limited to a model that processes much lower-resolution images. We tackle this limitation through a novel coarse-to-fine diffusion-based sampling scheme. In this scheme, as illustrated in Fig. 1, we sample a low-resolution image and step-wise increase its resolution. Each step gradually adds finer details to an image while preserving its coarse structure. While the initial image entirely fits into our model, we do the refinement patch-wise at later steps. Even though patching limits the models’ image context at later steps, the scheme has shown to be effective. This is because the coarse image structure is established in the first steps, where the context is still large. The refinement at later steps preserves this structure while gradually adding fine details that do not always require full-image context.

We describe our method in detail in Sec. 4. The main contributions of our work are as follows:

- To the best of our knowledge, we propose the first deep-learning-based method that creates synthetic histopathological WSIs at high resolutions up to $65,536 \times 65,536$ pixels.
- To this end, we propose a novel diffusion-based coarse-to-fine sampling scheme, where we guide the diffusion process with a relaxed super-resolution constraint.
- Even though our method involves patch-wise processing, we generate images without visible stitching artefacts. We achieve this through grid-shift, a novel technique where we interleave patching with diffusion iterations. In comparison with a related method, mask-shifting, grid-shift is computationally more efficient and simple to parallelize.
- We perform a user study with pathologists that suggests that our generated WSIs are not consistently distinguishable from real WSIs.

2. Related Work

In the following, we review related work in the areas of generating histopathological images and scaling diffusion models to high-resolutions.

Generation of Histopathology images. Several previously published methods tackle the generation of synthetic histopathological images. However, our approach stands out as the only one that is able to generate WSIs at gigapixel scale and is at the same time based on state-of-the-art generative deep-learning approaches.

A few methods were published before deep-learning-based image generation methods were widely adopted. Instead, these methods [1, 46] are based on texture-based image synthesis [9, 11, 29, 44], where the synthesis process is
Diffusion for high-resolution images. Training diffusion models [35] is expensive, and the computational complexity grows with the image resolution. Consequently, early works operated on low-resolution images up to 256 × 256 pixels [13]. Since then, various approaches have been proposed to enable generation of images with higher resolutions. However, to the best of our knowledge, we are the first to demonstrate image generation with diffusion models at a gigapixel scale.

A common approach to scale diffusion models for higher resolutions are latent diffusion models (LDMs) [31]. In LMDs, the diffusion is not done directly in pixel space but in a lower-dimensional latent space, which reduces computational complexity. Despite LDMs provide remarkable results, demonstrated resolutions [3,31] go only up to about 1024 × 1024 pixels. Even though the latent space is more compact than the pixel space, increasing the resolution still requires a corresponding enlargement of the latent space. Therefore, LDMs cannot be scaled up arbitrarily.

Another line of methods [14, 32, 33] generates high-resolution images by passing an initial low-resolution image through a cascade of upscaling diffusion models. These methods train multiple diffusion models, one for each upsampling stage. Each of these models takes the full input image of the previous stage as input and predicts an up-scaled output. However, this requires training multiple up-scale models, one for each stage. Also, the last upsampling model must still process the full-resolution image, which is unfeasible for our gigapixel case.

3. Image generation with diffusion

Before describing our method in detail, we give the necessary preliminaries about image generation with diffusion. Diffusion models [35] generate novel images by pushing noise through a series of denoising steps. In particular, first, a noise image \( x_0 \) is sampled from the Gaussian distribution \( \mathcal{N}(0, \sigma^2_{\text{max}} I) \) with variance \( \sigma^2_{\text{max}} \). Then, \( x_0 \) is sequentially denoised for \( N \) steps, producing the sequence \( \{x_i\}_{i \in [0,N]} \), where the noise level \( \sigma_i \) of each \( x_i \) decreases with each step

\[
\sigma_0 = \sigma_{\text{max}} > \sigma_1 > \cdots > \sigma_{\text{min}} > \sigma_N = 0,
\]

where \( \sigma_{\text{min}} \) is the minimum noise level. The last image \( x_N \) of this sequential denoising process is noise-free, and follows the data distribution \( p_{\text{data}} \) that was used to train the model.

The denoising process of diffusion models can be modelled with stochastic differential equations (SDEs). Additionally, Song et al. [38] proposed that every denoising SDE has a corresponding probability flow ordinary differential equation (ODE) with the same marginals. While SDEs typically converge to higher quality results after numerous steps, ODEs can still give competitive results with significantly fewer steps [18, 38]. Since our method runs multiple diffusion processes to generate a single WSI, we use ODE-based denoising to keep the overall sampling time within a reasonable scope.

While various variations of the probability flow ODE exist, many of them can be expressed with one general equation [18]:

\[
\frac{dx}{dt} = \left[ \frac{\dot{s}(t)}{s(t)} \mathbf{x} - s(t)^2 \dot{\sigma}(t) \sigma(t) \nabla_{\mathbf{x}} \log p \left( \frac{\mathbf{x}}{s(t)} ; \sigma(t) \right) \right] dt, \tag{2}
\]

where for time \( t \) the function \( \sigma(t) \) controls the amount of noise, \( s(t) \) scales the image, and \( \dot{s}(t) \) and \( \dot{\sigma}(t) \) are the respective time derivatives. Setting \( \sigma(t) \) and \( s(t) \) accordingly, recovers various ODEs, e.g., variance preserving (VP) [38], variance exploding (VE) [38], DDIM [36], iDDPM [27] or EDM [18]. We use the EDM formulation, since it has shown to be favourable in terms of sampling speed and image quality [18]. The EDM ODE is obtained by setting \( s(t) = 1 \) and the noise-level as \( \sigma(t) = t \) in Eq. (2). For clarity, we continue to denote the noise level as \( \sigma(t) \), a function parametrized by time \( t \), instead of replacing it directly with \( t \), leading to the following EDM ODE

\[
\frac{dx}{dt} = [-\sigma(t) \nabla_{\mathbf{x}} \log p (\mathbf{x}; \sigma(t))] dt. \tag{3}
\]

Following the empirical results and theoretical justifications of Karras et al. [18], we set time steps \( t_i \in [0,N] \) as

\[
t_i = \left( \sigma_{\text{max}}^{\frac{1}{2}} + \frac{i}{N-1} \left( \sigma_{\text{min}}^{\frac{1}{2}} - \sigma_{\text{max}}^{\frac{1}{2}} \right) \right)^{\frac{1}{2}}, \tag{4}
\]
where $\rho$ adjusts between shortening steps near $\sigma_{\text{min}}$ and lengthening those near $\sigma_{\text{max}}$.

To solve the ODE given in Eq. (3), one expresses the gradient of the log-likelihood w.r.t. input $x$, i.e. the score function, as

$$\nabla_x \log p_\theta(x; \sigma) = \frac{D_\theta(x; \sigma) - x}{\sigma^2}, \quad (5)$$

where the function $D_\theta(x; \sigma)$ parametrized by $\theta$, takes a noisy image $x$ and its noise level $\sigma$ as input, and outputs a denoised image. After training the denoiser $D_\theta(x; \sigma)$, any numerical ODE solver can be used to solve the ODE given by putting Eq. (5) into Eq. (3). Consequently, images can be generated by sampling noise, followed by sequential denoising using the ODE.

4. Method

Our method uses a diffusion model trained on histopathological images of size $M \times M$ to generate high-resolution WSIs of size $H \times H$, where $H \gg M$. To generate images of much larger resolution than the resolution of the diffusion model, we use a coarse-to-fine scheme. In this scheme, we first sample with the diffusion model an initial image $z_0 \in \mathbb{R}^{M \times M}$. Then, we sequentially upscale it in $L$ stages, producing the sequence $\{z_i\}_{i \in [0, L]}$, where each image $z_i$ has a $k$-times larger resolution compared to its predecessor $z_{i-1}$, and the last image $z_L \in \mathbb{R}^{H \times H}$ resembles a high-resolution WSI. Fig. 3 (a) illustrates this coarse-to-fine upsampling.

At each stage $l$ of our coarse-to-fine scheme, we compute the higher-resolution image $z_l$ through a diffusion process that is directed by the preceding lower-resolution image $z_{l-1}$. Through this guidance, the image $z_l$ is generated such that it follows the coarse structure of $z_{l-1}$ while introducing novel details and having increased resolution. Due to the limited resolution of the diffusion model, we generate $z_l$ patch-wise. Importantly, to prevent stitching artefacts in the image $z_l$, despite patch-wise processing, we introduce a novel technique: grid-shift. Fig. 3 (b) summarizes the upsampling from $z_{l-1}$ to $z_l$.

In the following, we describe our method in detail. We start with the design of our diffusion denoising function in Sec. 4.1 and its training in Sec. 4.2. Followed by our guided denoising step for diffusion in Sec. 4.3 and the description of grid-shift in Sec. 4.4.

4.1. Diffusion denoiser

As discussed in Sec. 3, for diffusion, we need a denoiser function $D_\theta(x; \sigma)$ that denoises images at each timestep. We propose to condition the denoiser $D_\theta(x; \sigma)$ not only with noise level $\sigma$ but also with the spatial image resolution $s$ in $\mu$m/px. While in many applications the spatial resolution is unknown, it is consistently available in our case, as slide scanners usually save it in the metadata of WSIs. Conditioning allows us to control the spatial resolution of generated images. This is crucial for our coarse-to-fine scheme. Setting a high spatial resolution for the initial image ensures it depicts a macroscopic overview of a tissue sample. While decreasing spatial resolution accordingly at later refinement stages, conditions the network to introduce small details like cellular structures.

For denoising, we introduce a network $F_\theta(x; \sigma, s)$, where we implement the conditioning on noise $\sigma$ and spatial resolution $s$ with a sinusoidal positional encoding [40]. However, we do not use the network $F_\theta(x; \sigma, s)$ to directly denoise images, i.e. $D_\theta(x; \sigma, s) = F_\theta(\cdot)$. Instead, we use the network preconditioning of Karras et al. [18]

$$D_\theta(x; \sigma, s) = c_{\text{skip}}(\sigma)x + c_{\text{out}}(\sigma) F_\theta(c_{\text{in}}(\sigma)x; \sigma, s),$$

where the functions $c_{\text{in}}(\sigma)$ and $c_{\text{out}}(\sigma)$ scale the inputs and
outputs of the network $F_\theta(x; \sigma, s)$, and $c_{\text{skip}}(\sigma)$ is a \(\sigma\)-dependent skip connection. These three functions scale network input and training targets to unit variance across all noise levels \(\sigma\), which is beneficial for neural network training [15]. Additionally, $c_{\text{skip}}(\sigma)$ controls, if for denoising, the network has to predict the denoised image directly, only the noise component or a mixture of both. Empirically, it has been demonstrated that it depends on the noise level \(\sigma\) which of these cases is easier to learn, and $c_{\text{skip}}(\sigma)$ is set to adapt accordingly. We provide the full expressions of $c_{\text{in}}(\sigma)$, $c_{\text{out}}(\sigma)$ and $c_{\text{skip}}(\sigma)$ in the appendix.

4.2. Training

Using our denoiser function $D_\theta(x; \sigma, s)$ given in Eq. (6), we can define the training loss for the diffusion model. In particular, we minimize the expected $L_2$ denoising error

$$
\mathbb{E}_{x, \sigma, n} [\lambda(\sigma)\|D_\theta(\tilde{x} + n; \sigma, s) - \tilde{x}\|_2^2],
$$

where the function $\lambda(\sigma)$ weights loss terms equally across all noise levels \(\sigma\). At first, we sample the spatial resolution uniformly \(s \sim \mathcal{U}(s_{\text{min}}, s_{\text{max}})\), where $s_{\text{min}}$ and $s_{\text{max}}$ refer to the smallest respectively largest spatial resolution of image patches in the training dataset. Then, we sample images from the distribution of training patches having spatial resolution \(s\), i.e. $\tilde{x} \sim \mathcal{P}_{\text{train}}(s)$. Finally, we sample noise levels \(\sigma\) from a log-normal distribution, and noise as $n \sim \mathcal{N}(0, \sigma^2 I)$.

4.3. Guided denoising step

Like a conventional diffusion denoising step, our guided denoising step removes noise from a noisy input image $x_i$ with noise level $\sigma(t_i)$ such that the result $x_{i+1}$ has noise level $\sigma(t_{i+1}) < \sigma(t_i)$. Additionally, we guide the denoising step with a low-resolution guidance patch $y \in \mathbb{R}^{d \times 1}$ from the preceding layer $x_{i-1}$. The goal of guidance is that the fully denoised image $x_0$ follows the coarse structure of the guidance patch $y$ while having additional details and a higher resolution. We implement this guidance through a relaxed super-resolution constraint.

For further derivations, we denote $u \in \mathbb{R}^{D \times 1}$ as the output of the denoiser function $D_\theta(x_i; \sigma(t_i), s)$ at step $t_i$. Notably, $u$ gives at each denoising step an estimate of the fully denoised image $x_0$. In our guided denoising step, we replace the initial estimation $u$ of the denoised image with a guided estimate $\tilde{u}$, which is computed to be close to $u$ while additionally satisfying a guidance constraint. This basically resembles the concept of projected gradient descent.

For guidance, we introduce the downsampling constraint $Au = y$, where $A \in \mathbb{R}^{d \times D}$ is a known linear downsampling operator. Therefore, downsampling the estimate $\tilde{u}$ should equal the low-resolution guide $y$. We can compute the guided estimate $\tilde{u}$ through the following optimization problem

$$
\tilde{u} = \arg\min_u \frac{1}{2}\|u - \bar{u}\|^2 \quad \text{s.t.} \quad A\tilde{u} = y,
$$

that can solved using the method of Lagrangian multipliers. We provide a full derivation in the appendix and continue here with the solution

$$
\tilde{u} = (I - A^T A)u + A^T y,
$$

where $A^T$ is the pseudoinverse for full row rank matrices

$$
A^T = (AA^T)^{-1}.
$$

Notably, Eq. (9) resembles the proposed rectification equation of DDNM [42], a method to solve linear inverse problems with diffusion models. However, DDNM presents a different derivation based on a range-space null-space decomposition. Also, DDNM uses SDE-based diffusion processes, contrary to our ODE-based setting, leading to a different application of Eq. (9).

So far, our guidance resembles unrelaxed super-resolution. However, we do not strictly enforce the down-sampling constraint, but relax it. Hence, we allow slight differences, between the downsampled fully denoised image $x_0$ and the low-resolution guide $y$. For relaxation, we stop replacing the estimate $u$ with the guided estimate $\tilde{u}$ at iterations $i$ where $i > r$. Consequently, in the last denoising steps, changes to the image are allowed that do not satisfy the downsample constraint. The strength of relaxation is controlled through $r$. If $r = 0$, the guidance constraint is enforced at all iterations, leading to no relaxation. Contrarily, if $r = N$, the constraint is never applied, leading to full relaxation. By setting $r$ to values in between controls the amount of relaxation accordingly.

There are multiple reasons why we relax the downsample constraint. In our coarse-to-fine scheme, we do not pursue strict upsampling; instead, the diffusion model should add new details at every stage. Adhering strictly to the downsample constraint would restrict the flexibility to add new details. Furthermore, without relaxation, the downsample constraint would be enforced across all upscaling stages. This is unreasonable due to the vast upscaling factors we face. For instance, if we have a diffusion model with input size $512 \times 512$ and generate a WSI with a resolution of $65536 \times 65536$, we have an upsampling factor of 128. Consequently, for a $512 \times 512$ area in the full-resolution WSI, the downsample constraint would be enforced with a $4 \times 4$ patch in the lowest-resolution image. Clearly, this does not introduce any meaningful information. Moreover, without relaxation, even single-pixel errors at the lowest-resolution can distort large areas in the full-resolution image.

Finally, with Eq. (5) the score function, Eq. (3) the EDM ODE, and our guided estimation $\tilde{u}$, inplace of the denoiser
Algorithm 1 Guided denoising step

Input: Noisy image \( x_i \), guide \( y \), step \( i \), spatial-resolution \( s \)
Output: Denoised image \( x_{i+1} \)

1: \( u \leftarrow D_\theta(x_i; \sigma(t_i), s) \)
2: if \( i < r \) then
3:     \( \bar{u} \leftarrow (I - A^\dagger A) u + A^\dagger y \)
4:     \( d_i \leftarrow (x_i - \bar{u}) / \sigma(t_i) \)
5: else
6:     \( d_i \leftarrow (x_i - u) / \sigma(t_i) \)
7: \( x_{i+1} \leftarrow x_i + (t_{i+1} - t_i) d_i \)
8: if \( t_{i+1} \neq 0 \) then \( \triangleright \) Skip 2\(^{nd}\) order correction at last step
9: if \( i < r \) then
10: \( \bar{u} \leftarrow (I - A^\dagger A) u' + A^\dagger y \)
11: \( d_i' \leftarrow (x_{i+1} - \bar{u}') / \sigma(t_{i+1}) \)
12: \( x_{i+1} \leftarrow x_i + (t_{i+1} - t_i) \left( \frac{1}{2} d_i + \frac{1}{2} d_i' \right) \)
13: else
14: \( d_i' \leftarrow (x_{i+1} - u') / \sigma(t_{i+1}) \)
15: \( x_{i+1} \leftarrow x_i + (t_{i+1} - t_i) \left( \frac{1}{2} d_i + \frac{1}{2} d_i' \right) \)
16: return \( x_{i+1} \)

function \( D_\theta(x; \sigma, s) \), we get

\[
dx = \frac{x - \bar{u}}{\sigma(t)} \, dt. \tag{11}\]

In principle, we can solve Eq. (11) with any black-box ODE solver. Here, we use Heun’s 2nd order solver [2], a predictor-corrector method, which has shown a good trade-off between truncation error and number of function evaluations in the context of diffusion models [16]. Algorithm 1 summarizes our guided denoising step. Note that skipping lines 8 to 15 simplifies Heun’s 2nd order method to a simple Euler step.

4.4. Grid-shift

To avoid stitching artefacts in our patch-wise refinement scheme, we propose grid-shift. If we simply do patch-wise refinement and then stitch the refined patches back to a high-resolution image, the result could suffer from stitching artefacts. This is because there is no guarantee that the areas at the edges of neighbouring patches align such that they can be stitched seamlessly.

A recently proposed method to avoid stitching artefacts at patch-wise image processing with diffusion models is mask-shifting [42]. The idea of mask-shifting is to use overlapping patches. For each patch, areas that overlap with previously computed neighbouring patches are held constant during diffusion. This incorporates the content of a previously computed patch into the computation of its following patches. And consequently leads to smooth transitions between neighbouring patches.

We argue that mask-shifting has two drawbacks. At first, patches must be processed sequentially, which is not trivial to parallelize. And second, using overlapping patches increases the amount of total patches to process, increasing the computation time significantly depending on the amount of overlap between patches.

With grid-shift, we address both discussed drawbacks of mask-shifting by interleaving diffusion iterations with patching. Instead of using a fixed grid to extract patches, we shift the patch grid after each diffusion step. This makes patch boundaries temporary since they change after each diffusion step. Consequently, information between neighbouring patches is continuously transferred, resulting in a more coherent result without visible seams. Fig. 4 illustrates grid-shift. In our experiments, we shifted the patch grid with random translations and padded boundary patches with the background colour.

Grid-shift has two computational advantages over mask-shifting. First, it does not increase the total amount of patches to process. And second, during one diffusion step, all patches are processed independently. Therefore, grid-shift is trivial to parallelize, e.g., for a multi-GPU implementation. Algorithm 2 shows our full coarse-to-fine scheme with grid-shift.

5. Experiments

To evaluate our method, we performed a user study with pathologists, and quantitative evaluations. Particularly, quantitative evaluation is challenging due to the lack of a...
suitable standardized metric. Common metrics for generative models, such as FID [39], or improved precision (IP) and improved recall (IR) [19] require features from pre-trained networks. These standardized networks have a fixed input size of $224 \times 224$. Downscaling WSIs to this resolution would discard most information, making the metrics inconclusive. Also, these metrics require large sample sizes of 50,000 images to provide consistent results. Generating many WSIs is infeasible, considering that we need $\sim 40$ minutes for a single WSI. Moreover, the metrics utilize feature spaces strongly influenced by ImageNet classes [20]. Using these feature spaces to evaluate images from entirely different domains than ImageNet, such as histopathology images might be problematic.

Due to the discussed limitations, our quantitative evaluations are restricted to isolated evaluations of our diffusion model without the coarse-to-fine scheme. In terms of metrics, we use IP and IR, following Moghadam et al. [25]. However, we add that these metrics should be taken with reservations due to their ImageNet-related feature spaces.

Additionally, to the experiments presented in this section, we compare our method with multiple super-resolution methods in the appendix.

**Data.** For all experiments, we used the The Cancer Genome Atlas Breast Invasive Carcinoma (TCGA-BRCA) dataset [45]. The dataset contains 1,978 high-resolution WSIs stained using various protocols showing diverse tissue types, e.g., epithelium, muscle, and connective tissue. For training, we extract patches from the dataset with spatial resolutions ranging from $s_{\text{min}} = 0.3 \mu m/px$ to $s_{\text{max}} = 150 \mu m/px$.

**Setup.** We generate WSIs at a resolution of $65,536 \times 65,536$ pixels. For the diffusion model, we use a resolution of $512 \times 512$ pixels. In our coarse-to-fine scheme, we use an upscaling factor of $k = 2$ at each stage, resulting in $L = 7$ stages in total. Initial images $z_0$ are generated with a spatial-resolution randomly between $80 \mu m/px$ and $150 \mu m/px$. We set the number of diffusion denoising steps to $N = 40$ based on the results of Sec. 5.1. The relaxation parameter of our relaxed super-resolution constraint is set to $r = 28$, which was manually tuned towards a good tradeoff between consistency and novelty. For the downsampling operator $A$ we use average-pooling.

We train for five days on four NVIDIA Quadro RTX 8000 GPUs with 48 GB of memory each. It took on average $\sim 40$ minutes on one GPU to sample a single WSI with a resolution of $65,536 \times 65,536$ pixels. For the diffusion-related hyperparameters, we use, if not otherwise stated, the proposed settings of Karras et al. [18]. Likely, an extensive hyperparameter search could further improve our results, but given the extensive training cost, it is beyond our computational capacities.

### 5.1. Number of diffusion iterations

An important hyperparameter we must choose is the number of diffusion iterations $N$. Too few iterations degrade image quality, while too many might increase runtime unnecessarily. Finding the right balance is crucial for us since we have to run many diffusion processes to sample a single WSI. To this end, we compute IR and IP scores for generating $512 \times 512$ patches with a spatial resolution of $1 \mu m/px$ across different iteration numbers $N$. We also validated if using Heun’s 2nd order method is beneficial over a plain Euler solver. Fig. 5 shows the results. According to the metrics, the Heun solver showed preferable performance. After an additional manual inspection, we chose $N = 40$ as a good tradeoff between image quality and runtime for further experiments.

### 5.2. Image quality across spatial resolutions

To evaluate our spatial resolution conditioning of the model, we compute IP and IR metrics across a variety of different spatial resolutions. We obtained all results from a single model trained with uniformly sampled spatial resolutions as described in our training setup. We then conditionally sampled 50,000 images for each spatial resolution, and compared them with images of identical spatial resolution from the training dataset. Tab. 1 shows the result. According to the metrics, performance is relatively consistent across the full range of spatial resolutions without any major outliers.
5.3. Relaxation parameter

To evaluate the influence of our super-resolution relaxation parameter $r$, we perform a simple experiment. We sample a $512 \times 512$ sized image with our diffusion model, downsample it to $256 \times 256$, and provide it as a guide $y$ to a diffusion process guided by our relaxed super-resolution constraint. We repeat this for multiple values of the relaxation parameter $r$. Fig. 7 shows the result, it can be clearly seen how consistency with the initial images decreases with decreasing relaxation parameter $r$.

5.4. User study

To evaluate the quality of our synthetic WSIs, we conducted a user study with three pathologists. For the study, we used 20 synthetic WSIs, and 20 real WSIs randomly chosen from the training data. We presented the WSIs to the pathologists in random order and asked them to identify whether each WSI was synthetic or real. To this end, they were given a slider to select values between $0 = "I \text{ believe the slide is real.}"$ and $100 = "I \text{ believe the slide is synthetic.}"$. Values in between represented corresponding gradations between the two extremes. Fig. 6 shows three WSIs that were part of the study.

Fig. 8 shows the ratings for all individual images. Despite our study’s limited sample size, our primary goal was to assess whether our method could generate plausible-looking WSIs. The results of our study indicate that this is the case, as pathologists could not consistently distinguish our synthetic WSIs from real ones.

6. Conclusion

We presented a method that generates synthetic histopathological WSIs at resolutions up to $65 \,536 \times 65 \,536$. We evaluated parts of our method quantitatively and also performed a user study with pathologists. Our study’s results showed that pathologists could not consistently differentiate the WSIs generated by our method from real ones. In the future, the duration of WSI generation could be further reduced by incorporating distillation-based diffusion models [34, 37].
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