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Abstract

We propose a novel semi-supervised active learning
framework for monocular 3D object detection with LiDAR
guidance (MonoLiG), which leverages all modalities of
collected data during model development. We utilize Li-
DAR to guide the data selection and training of monocu-
lar 3D detectors without introducing any overhead in the
inference phase. During training, we leverage the LiDAR
teacher, monocular student cross-modal framework from
semi-supervised learning to distill information from unla-
beled data as pseudo-labels. To handle the differences
in sensor characteristics, we propose a data noise-based
weighting mechanism to reduce the effect of propagating
noise from LiDAR modality to monocular. For selecting
which samples to label to improve the model performance,
we propose a sensor consistency-based selection score that
is also coherent with the training objective. Extensive ex-
perimental results on KITTI and Waymo datasets verify the
effectiveness of our proposed framework. In particular, our
selection strategy consistently outperforms state-of-the-art
active learning baselines, yielding up to 17% better saving
rate in labeling costs. Our training strategy attains the top
place in KITTI 3D and bird’s-eye-view (BEV) monocular
object detection official benchmarks by improving the BEV
Average Precision (AP) by 2.02. Code is shared at https:
//github.com/aralhekimoglu/monolig.

1. Introduction

3D object detection is fundamental in scene understand-
ing for autonomous driving vehicles. Detectors operating
on point cloud scans from the LiDAR sensor achieve im-
pressive performance on benchmarks like KITTI [16]; how-
ever, they are costly for consumer vehicles. Monocular
RGB cameras offer a cheaper alternative. Therefore, there
has been a surge of interest in research on monocular 3D ob-
ject detectors. Convolutional Neural Network (CNN) based
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Figure 1. RGB image and predictions in BEV space of 2 frames
from KITTI. (a) In regions with low point cloud return, the LiDAR
detector’s predictions (green) are not safe to use as pseudo-labels
since they do not perfectly overlap with ground truth (blue). (b)
In predictions with low uncertainty but high variation from the
ground-truth (bias), uncertainty from an ensemble of monocular
detectors (red) is not enough to capture erroneous samples.

monocular detectors achieve state-of-the-art (SOTA) perfor-
mance with the help of massive annotated datasets. How-
ever, annotating a large amount of 3D detection data is time
and labor-consuming. Specifically for monocular 3D object
detectors, manually annotating 3D boxes from monocular
imagery is infeasible due to a lack of depth information.
Therefore, LiDAR point clouds are recorded during data
collection, and annotators label 3D box locations on the col-
lected point clouds. To save annotation costs, only the most
informative frames in the collected samples are labeled to
train models. Consequently, large amounts of LiDAR data
with beneficial 3D information remain unlabeled.

Semi-supervised learning (SSL) and active learning
(AL) are two related techniques that aim to improve model
performance while minimizing labeling effort by utilizing
unlabeled data. AL focuses on selecting the most informa-
tive samples for labeling, while SSL focuses on training the
model using unlabeled data.

In a recent cross-modal SSL method [30], predictions
from the LiDAR detector (teacher) are treated as the ground
truth of unlabeled data. They are combined with annota-
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tions of labeled data to train the monocular detector (stu-
dent). However, as shown in Fig. 1a, some predictions
from the LiDAR detector are not accurate, and thus learn-
ing from them is not optimal for the monocular detector.
We observe that these inaccurate predictions are typically
from areas with low point cloud densities, i.e., distant or
occluded objects. These correspond to regions in LiDAR
where aleatoric (data) uncertainty is high [12].

The key idea of AL for object detection is to leverage
the current detector to select the most informative samples
for labeling under a fixed-labeling budget. The selection
is based on an acquisition function that estimates the de-
tector’s uncertainty on samples. Then, samples with high
uncertainty are selected for labeling. However, as shown in
Fig. 1b, some detections with low uncertainty are still far
from the ground truth. For these samples, having an acqui-
sition function that measures this discrepancy is essential.

To solve the problems mentioned above, we present the
MonoLiG framework, illustrated in Fig. 2, that consists of
a coherent selection and training phase. During our training
phase (Sec. 3.3), we utilize the cross-modal teacher-student
framework with a LiDAR teacher and a monocular student
detector. To reduce the effect of incorrect LiDAR predic-
tions, we propose to scale the loss of the monocular detector
based on the confidence of generated labels. To this end, we
extend the LiDAR detector with an aleatoric uncertainty es-
timation head and define the confidence of predicted labels
with the aleatoric uncertainty of LiDAR. During our selec-
tion phase (Sec. 3.4), inspired by the cross-modal teacher-
student frameworks from SSL, we extend the uncertainty-
based selection score and use LiDAR predictions as pseudo-
labels to measure the distance of monocular predictions to
the ground truth. To our knowledge, our work is the first to
leverage the teacher-student paradigm for AL selection and
integrate it with a coherent SSL training strategy. By com-
bining AL and SSL, MonoLiG is able to select challeng-
ing samples that are difficult to learn with semi-supervised
training and thus achieve higher model performance with
minimal labeling costs.

Our main contributions are summarized as follows:

• We propose MonoLiG, a novel framework that con-
sists of a coherent selection and training phase. The
proposed strategies outperform AL and SSL baselines
separately, and achieves the best performance when
utilized coherently.

• We extend current uncertainty strategies for AL se-
lection by adapting the teacher-student paradigm and
adding an inconsistency term, resulting in a better data
savings rate than the SOTA AL baselines.

• We identify the potential error propagation from the
teacher to the student model in cross-modal teacher-
student SSL methods and propose a pseudo-label

weighting mechanism based on the aleatoric uncer-
tainty of the teacher. Our proposed training strategy
define a new SOTA for monocular 3D object detection
in the KITTI test benchmark.

2. Related work
2.1. Active learning for object detection

Pool-based AL selection methods can be grouped into
two categories: uncertainty-based [4, 9, 14] and diversity-
based [1, 36, 41]. One approach to estimate the uncertainty
is through ensembles [4]. Different models are trained with
different random initializations to construct a committee
with slightly different predictions for uncertain samples.
Then, the informativeness score is obtained by an acqui-
sition function like entropy [37], or BALD [18] for clas-
sification tasks or total variance (TV) [46] for regression
tasks. In contrast, diversity-based methods target maintain-
ing the distribution of the unlabeled pool by selecting a set
of samples that covers the remaining points within a dis-
tance. Core-set [36] uses Euclidean distance in the fea-
ture space learned by CNNs, and CDAL [1] utilizes KL-
divergence between context features, which they define as
a mixture of predicted softmax probabilities in a detection
network. One recent task-agnostic approach, LL4AL [51],
trains a loss-learning module during training and uses the
predicted loss as the score to select samples.

AL is extended for 2D object detection [2,11,17,52], and
3D object detection from LiDAR [9,13,35]. Elezi et al. [11]
select samples using uncertainty and robustness of the de-
tector, defined by the consistency between a sample and its
augmented version. Yu et al. [52] propose a 2-stage selec-
tion strategy. First, they select samples using a consistency-
based metric and continue selection with a score that pro-
motes the class distribution of selected samples to be differ-
ent from the labeled pool.

Most works for AL for object detection focus on classi-
fication [2, 17, 53] and ignore localization of the bounding
boxes. Choi et al. [9] estimate the aleatoric and epistemic
uncertainty for both classification and localization and com-
bine the uncertainties in a single selection score. In [35],
Schmidt et al. train an ensemble of models and define the lo-
calization uncertainty as the intersection over union (IoU)-
based matching score. Since localization is more challeng-
ing for monocular 3D detectors, our work also utilizes the
localization uncertainty-based selection score.

To our knowledge, our work is to first to exploit the bias,
defined by the teacher-student inconsistency, as a selection
criterion.

2.2. Semi-supervised learning in object detection

SSL aims to improve the performance of a model by
training with a limited labeled dataset and exploiting infor-
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mation from a large amount of unlabeled data. SSL ap-
proaches can be categorized into two groups: consistency
regularization [7, 21, 22] and pseudo-labeling [6, 24, 27].
Consistency regularization trains the model’s parameters on
unlabeled data by penalizing the inconsistency between pre-
dictions for the same input under different perturbations. In
pseudo-labeling methods, [24], a trained model predicts la-
bels for unlabeled samples. Then the model is trained on
the unlabeled data using the pseudo-labels as the target.

An issue with pseudo-labeling is overfitting to incorrect
predictions due to the confirmation bias [3]. One solu-
tion is filtering pseudo-labels based on a confidence score
(hard-thresholding). FixMatch [42] enhances the quality of
pseudo-labels by filtering predictions from the teacher with
low classification confidence. Wang et al. [47] extend this
approach to 3D object detection by using an additional IoU-
based localization confidence score. Another solution is us-
ing soft-pseudo-labels [33,39] and scaling the effect of each
prediction based on their confidence.

Recently, the teacher-student paradigm has been used for
monocular 3D object detection in a cross-modal setting to
transfer information from one modality (LiDAR) to another
(monocular) [10, 30]. Chong et al. [10] distill information
from the LiDAR detector with feature and label guidance.
Similarly, Peng et al. [30] generate pseudo-labels using a
LiDAR teacher model to train a student monocular detector.

In this cross-modal setting, our work is the first to iden-
tify the theoretical error propagation from teacher to student
in the form of modality-specific aleatoric uncertainty and
propose a confidence-based method to mitigate the effect of
highly uncertain predictions.

2.3. Semi-supervised active learning

Recent works [15, 20, 40, 43, 48] combine SSL and AL
using semi-supervised techniques like pseudo-labeling in
the training phases of AL cycles to distill information from
the unlabeled data. Huang et al. [20] constructs a Mean
Teacher [45] by applying an exponential moving average
(EMA) to weights obtained at the end of each AL cycle.
Gao et al. [15] proposed an AL framework that utilizes a se-
lection score based on augmentation consistency with a SSL
training strategy penalizing augmentation inconsistency.

Our work is the first to jointly formulate the SSL and
AL optimization problems and propose a coherent semi-
supervised active learning (SSAL) framework.

3. Methodology
3.1. Optimization problem

Let (x, y) be a sample pair drawn from the dataset space
D. For an input scene x - consisting of a synchronized point
cloud and an image - label y contains bounding box pa-
rameters bo and a semantic class label co for all objects o
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Figure 2. Overview of the proposed MonoLiG framework. At
each cycle, we first train our LiDAR detector with the training
dataset and the monocular detector in a semi-supervised manner
with LiDAR predictions as pseudo-labels. During selection, we
use predictions from both detectors to compute a selection score
for each unlabeled sample. Then, a human annotator labels sam-
ples with the highest score under a labeling budget B.

within the scene. We use the cross-modal teacher-student
paradigm [30], where the student model fs is a monocu-
lar detector and the teacher model ft is a LiDAR detector.
During training, we use both models, for inference, we only
deploy the student model. Therefore, the optimization ob-
jective is to reduce the expected loss of the student model
fs(x; θ) given by,

E[L; θ] =

∫∫
x,y∼D

L(fs(xs; θ), y)dxdy (1)

where L(fs(x; θ), y) represents a loss function. We formu-
late our theory using mean-square error (MSE) as the re-
gression loss for a single bounding box and compute the
sample loss as the sum of losses of all boxes. We decom-
pose Eq. (1) into two components (derivation in the supple-
ment):

L(fs(x; θ), y) = (fs(x; θ)− hs(x))
2 + (hs(x)− y)2 (2)

where hs(x) is the global optimum for fs(x; θ). The
first component of this equation can be optimized during
training, whereas the second component represents ual

s , the
aleatoric uncertainty of the student (data noise), that cannot
be reduced by optimization.

We follow pool-based AL, where we assume access to
a labeled sample set (xT , yT ) belonging to the training
dataset T , and to unlabeled samples (xU ) from a large un-
labeled data pool U , randomly (i.i.d.) sampled from the
dataset space D. Then, our optimization objective is ap-
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Figure 3. Illustration of the proposed MonoLiG framework. (a) In the training phase, 1) We train a LiDAR detector as our teacher model.
2) Using its predictions on unlabeled data, we generate pseudo-labels and assign confidence based on the aleatoric uncertainty. 3) We train
a monocular detector as our student model with SSL. (b) In the selection phase, we select samples based on the epistemic uncertainty of
the student model, the inconsistency between predictions from the teacher and the student, and the aleatoric uncertainty of the teacher.

proximated as follows:

E[L; θ] ≈
∑

(xT ,yT )ϵT

(fs(xT ; θ)− yT )
2

+
∑

(xU ,yU )ϵU

(fs(xU ; θ)− hs(xU ))
2 + (hs(xU )− yU )

2

(3)

3.2. MonoLiG overview

The MonoLiG framework, illustrated in Fig. 2, optimizes
Eq. (3) during each AL cycle through two phases: a semi-
supervised training phase and an active learning selection
phase. During the training phase (Fig. 3a, Sec. 3.3), we train
with supervised learning using the labels yT as our target.
We employ the teacher-student paradigm on unlabeled data
and use the predictions from the teacher model ft(x) as a
proxy target for fs(x) in the form of pseudo-labels. We ex-
tend this paradigm with a pseudo-labeling weighting mech-
anism based on aleatoric uncertainty. During the selection
phase (Fig. 3b, Sec. 3.4), we minimize the expected loss of
the student model by selecting a subset S from U , under a
fixed budget |S| = B, to be labeled by an oracle and moved
to T for retraining the student model in the next cycle. We
propose a scoring function consisting of three components:
epistemic uncertainty of the student, inconsistency between
the predictions of the teacher and the student, and aleatoric
uncertainty of the teacher to be coherent with our training
phase. The training and selection cycle repeats until a stop
condition is satisfied, i.e., the detector’s performance con-
verges for several iterations or reaches the desired perfor-
mance.

3.3. Training phase with semi-supervised learning

We follow the recent cross-modal pseudo-labeling ap-
proaches [10, 30] to optimize the objective in Eq. (3). For
the training dataset, we optimize the student model with
supervised learning using labels yT . For unlabeled sam-
ples, predictions from the teacher model ft(x) are given as
a proxy for hs(x), and the student model is optimized to-
wards the proxy target. If we replace hs(x) with an optimal
teacher model ht(x) in Eq. (3), we can rewrite the unlabeled
part as: ∑

(xU ,yU )ϵU

(fs(xU ; θ)− ht(xU ))
2 + ual

t (xU ) (4)

Using teacher model predictions as labels, the first term
can theoretically be fully reduced after optimization. How-
ever, our initial objective of minimizing the expected loss of
the student model does not converge toward its global min-
ima due to the additional second term, aleatoric uncertainty
of the teacher ual

t (x). With this formulation, we identify the
potential error propagation from the teacher to the student
model in our baseline framework [30]. Therefore, in Mono-
LiG, we reduce the effect of pseudo-labels with high teacher
aleatoric uncertainty while training the student model.

Fig. 3a presents the training phase in MonoLiG with the
following steps:

1. Teacher training with aleatoric uncertainty using T

2. Pseudo-label generation on samples of U using the
predictions of the teacher model

3. Student training with T using yT and with U using
pseudo-labels ft(x)

Training of the teacher model with aleatoric uncer-
tainty calculation. We design MonoLiG to utilize any
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object detector as its teacher model. A typical 3D object
detector outputs seven bounding box regression parame-
ters defined by the center coordinates (x, y, z), dimensions
(w, h, l), and rotation angle α. We use gaussian modeling
to model the aleatoric uncertainty of a bounding box. We
assume a Gaussian distribution for each regression variable
and modify the teacher detector to output the mean µ(x; θ)
and the uncertainty σ2(x; θ). To optimize the teacher model
with the uncertainty head, we use negative log-likelihood
(NLL). For a Gaussian distribution, the NLL can be written
as:

L(x; θ) =
y − µ(x; θ)

2

2σ2(x; θ)
+

logσ2(x; θ)

2
(5)

To define a single confidence score per bounding box,
we sum the uncertainty of the regression parameters:

ual
t (x) = σx(x; θ) + σy(x; θ) + σz(x; θ) (6)

We give the statistics of ual
t in the supplementary.

Pseudo-label and confidence generation. To generate
pseudo-labels for all samples in the unlabeled pool, we per-
form inference using our teacher model to detect objects and
apply post-processing, such as non-maximum suppression
(NMS). To scale the effect of teacher’s predictions based on
their uncertainty during the training of the student model,
we assign a confidence score to each prediction. We pro-
pose to use 1− ual

t (x) from Eq. (6) as the localization con-
fidence and the probability of the predicted class p(x) as the
classification confidence and combine as follows:

c(x) = max{0, p(x) ∗ (1− ual
t (x))} (7)

Student training using semi-supervised learning. The
MonoLiG framework is compatible with any object detec-
tor as its student model. The loss function is updated to
incorporate the ability to scale the effect of each bounding
box label based on its confidence. We scale the original loss
of the student model with the confidence as follows:

Lc(x, y, c) = c(x) ∗ L(fs(x), y) (8)

The student model is trained with labels yT for the train-
ing set T and the pseudo-labels ỹU for the unlabeled set U .
Joint loss is given as:

L = Lc(xT , yT , cT ) + λULc(xU , ỹU , cU ) (9)

where λU is the weight of the loss for unlabeled samples.
We set the confidence of labeled samples cT to 1 and λU to
0.5 following our ablation study in the supplementary.

3.4. Selection phase with active learning

The goal of the selection phase is to select the best subset
S∗, such that after training with it results in a student model
with a lower error than any other S [34].

∀S,E[L; θT+S∗ ] < E[L; θT+S ] (10)

However, this requires re-training the model for every
possible subset and evaluating the expectation, which is
practically infeasible. LL4AL [51] proposes a greedy so-
lution by selecting samples with the highest loss from the
unlabeled set U and optimizing it with supervised learning
after labeling. This way, the remaining set U − S has a
smaller expected loss. The greedy selection score s(x) can
be defined as,

s(x) = L(fs(x; θT ), y) (11)

Note that this criterion depends on the current model pa-
rameters θT , trained with dataset T . Following Bayesian
AL [14], we argue that the optimal selection score should
not depend on a specific parameter value but the expectation
over the parameters Eθ for a weight distribution p(θ|D),
due to the stochastic nature of training with random initial-
ization and data shuffles. We decompose the loss-based cri-
teria as follows (derivation in the supplement):

s(x) = Eθ[(fs(x; θ)− Eθ[fs(x; θ)])
2]

+ (Eθ[fs(x; θ)]− hs(x))
2

+ ual
s (x)

(12)

Selecting based on the total loss, like LL4AL, leads to
selecting samples with high aleatoric uncertainty ual

s that
potentially harms the optimization. Therefore, we propose
a selection criterion focusing on the first two components.
The first component corresponds to the epistemic uncer-
tainty of the student model. Using epistemic uncertainty
as an AL scoring function is well-researched [9, 46]. How-
ever, previous AL methods cannot capture the second term
without the ground-truth or hs(x). We propose using the
teacher model’s predictions as an estimate to hs(x) and de-
fine a new selection score, the inconsistency between the
teacher and the student.

To have a coherent selection score with our semi-
supervised training objective, we propose to select samples
with high teacher aleatoric uncertainty ual

t for annotation
instead of generating pseudo-labels. Recall that these sam-
ples harm the optimization of the student, and with this se-
lection score, the remaining samples in U contain pseudo-
labels with high confidence.

Fig. 3b presents the selection phase in MonoLiG con-
sisting of epistemic uncertainty of the student model,
teacher-student inconsistency, and aleatoric uncertainty of
the teacher.

Epistemic uncertainty of student model. Follow-
ing ensembling techniques to capture epistemic uncertainty
[4, 17], we estimate Eθ using an ensemble of five models
trained with different random initialization. Following [26],
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we match and cluster ensemble predictions using intersec-
tion over union (IoU). Within each cluster, we sum the vari-
ances of each regression parameter to obtain the total vari-
ance utv

s (x).

utv
s (x) = Eθ[(fs(x; θ)− Eθ[fs(x; θ)])

2] (13)

Teacher-student inconsistency. Following the teacher-
student paradigm in SSL, we propose to use ft(x) as an
estimate to hs(x). Using the matching algorithm with
IoU, we match predictions from the teacher with predic-
tions from different ensemble members. Then we define
teacher-student inconsistency its as the difference between
the teacher model’s regression parameters and the mean of
the regression parameters from ensembles of student mod-
els:

its(x) = (Eθ[fs(x; θ)]− ft(x))
2 (14)

Selection strategy. We propose the selection score of
MonoLiG as a combination of the three aforementioned
scores as follows:

s(x) = (utv
s (x) + its(x)) ∗ (ual

t (x)) (15)

We sum utv
s and its(x) based on formulation in Eq. (12)

and multiply with ual
t due to difference in scales. Then, we

aggregate the object-based score by taking the maximum
score of objects to obtain a sample selection score.

4. Experiments
4.1. Experimental setup

Datasets and evaluation metric. We present our evalu-
ation results on two autonomous driving datasets with syn-
chronized LiDAR and camera frames and 3D bounding box
labels: KITTI [16], and the Waymo Open Dataset [44].

KITTI contains 7481 images for training and 7518 sam-
ples for testing. Since labels of the test set are unavailable,
we further split the training set following [23], which re-
sults in 3712 training and 3769 validation samples. For
the AL scoring comparison and the ablation study, we re-
port on the validation set and present the performance of
our semi-supervised training strategy on the test set. We re-
port BEV AP and 3D AP with 40 recall points on the car
class for moderate difficulty with a 0.7 IoU threshold. We
also present results on a larger scale Waymo Open Dataset
which contains 798 training and 202 validation sequences.
Following CaDDN [32], we downsample the original train-
ing set by selecting every third frame, resulting in a training
set of approximately 51K samples labeled with 3D bound-
ing boxes. For the Waymo dataset, we present our results
using the official Level 2 mAP metric with 0.5 IoU.

Active learning details. For KITTI, we randomly split
the training set for each experiment into a 30% labeled pool
as an initial training dataset and a 70% unlabeled pool. The

initial 30% of training data is used to pre-train the model.
At each AL cycle, we compute scores on all samples in the
unlabeled pool and select the 10% with the highest score to
add to the training set. To imitate labeling, we use the al-
ready available annotations. For Waymo, since it contains
more samples, we start with a training set with 5% sam-
ples and, at each cycle, add 5%. We present the mean of
the corresponding metrics for three experiments with three
different random initial training datasets.

Model architectures. For our AL experiments, we use
the SOTA DD3D [28] as our student model and the well-
established PV-RCNN [38] as our teacher model. We train
for the same number of epochs and use the same hyperpa-
rameters and optimization scheme described in their respec-
tive papers. All experiments are conducted on an NVIDIA
Tesla V100 GPU with PyTorch [29].

4.2. Comparison with AL selection baselines

With semi-supervised training. To demonstrate the
effectiveness of our MonoLiG framework, we perform an
evaluation to other AL selection methods using the same
semi-supervised training phase. Specifically, we com-
pare our approach with six baseline methods: Random
sampling, Entropy sampling, a diversity-based Core-Set
method [36], a task-agnostic LL4AL method [51], and the
state-of-the-art CDAL [1] method. We also include the AP
of a ”fully-trained” detector, which is trained on the entire
training set, to demonstrate the detector’s performance ca-
pability.

In Fig. 4a, we present the comparison with AL meth-
ods for KITTI. Our method outperforms all the uncertainty-
based baselines by at least 1.02 3D AP in the first AL cy-
cle. As the number of actively selected labels increases,
our method outperforms Random by 1.61 and the second-
best method, CDAL, by 0.75. In the final cycle, where we
use 90% of all the available data, with 60% of it actively
labeled, our method outperforms all methods by at least
6.32%. Our approach reaches 80% of the fully-trained per-
formance using only 48% of the data, compared to 60% of
CDAL and 65% of random selection. This corresponds to
a 17% improvement in data savings. We consistently out-
perform LL4AL in all cycles, validating that our approach
of decomposing the loss function and ignoring aleatoric un-
certainty leads to a better selection strategy.

In Fig. 4b, we present the results for the Waymo dataset,
which is larger and thus more intuitively benefits from AL
data selection. Towards the end, we reach 4.4% higher than
the second-highest performing CDAL and 10.9% higher
than random selection. Our approach reaches 70% of the
fully-trained performance using only 25% of available data,
compared to CDAL at 32% and random selection at 40%,
corresponding to an 15% better data saving rate.

With supervised training. To evaluate the effectiveness
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Figure 4. Comparison with SOTA AL methods. Lines indicate the averaged results over three trials. Note that all methods start from the
same network trained with the initial labeled data, corresponding to 30% for KITTI and 5% for Waymo.

of our selection criteria in the absence of a coherent train-
ing strategy, we conduct an evaluation by comparing it with
the same baselines, but using only supervised learning. In
Fig. 4c, our selection criterion achieves better results than
other uncertainty-based selection scores by at least 0.77 3D
AP. As we actively selected more samples, we reach 4.34%
higher than CDAL and 8.03% higher than Random.

4.3. Comparison with semi-supervised learning

We compare the performance of the monocular 3D de-
tector on the KITTI test to our semi-supervised training
strategy. Following [30], we train with the entire KITTI
training dataset and, as the unlabeled pool, use KITTI raw
scenes, excluding the samples from the validation set. This
dataset is called the KITTI-depth set and contains approxi-
mately 26K samples. For a fair comparison against LPCG-
MonoFlex [30], we use MonoFlex as the student model.

Table 1 shows the results of our method compared to
other SOTA monocular 3D detectors. Among the meth-
ods that use semi-supervised LiDAR guidance, our ap-
proach reaches +2.02 and +4.24 BEV AP than the SOTA
LPCG and MonoDistill, respectively. Considering the per-
formance weighted by the number of samples in each case,
MonoLiG has a higher overall AP of 28.62 compared to
26.94 of LPCG. Using our semi-supervised training strat-
egy, MonoFlex, proposed in 2019, lagging behind the cur-
rent SOTA detector MonoDDE by 3.71 AP, reaches 3.37
higher performance.

We further investigate how our pseudo-label weighting
strategy compares to other pseudo-label filtering strategies
from the literature. We compare with FixMatch [42], which
uses the confidence score to filter out uncertain pseudo-
label, and 3DIoUMatch [47], which, in addition to the con-
fidence score, uses an estimated IoU for filtering. We follow
our approach of scaling the pseudo-labels with the corre-
sponding uncertainty and present the results in Table 2. Our
pseudo-label uncertainty approach reaches the highest per-
formance, reaching 7.82 AP higher than the base model and

Approaches Extra Mod. Easy Hard
M3D-RPN [5] - 13.67 21.02 10.23
MonoRUn [8] - 17.34 27.94 15.24
DDMP-3D [49] KD 17.89 28.08 13.44
PCT [50] KD 19.03 29.65 15.92
MonoFlex [54] - 19.75 28.23 16.89
MonoDTR [19] - 20.38 28.59 17.14
DID-M3D [31] - 22.76 32.95 19.83
DD3D [28] DDAD 23.41 32.35 20.42
MonoDDE [25] - 23.46 33.58 20.37
MonoDistill [10] - 22.59 31.87 19.72
LPCG [30] KD 24.81 35.96 21.86
MonoLiG-SSL KD 26.83 35.73 24.24

Table 1. Comparison of BEV detection results on KITTI test for
monocular detectors. Note that both LPCG and MonoLiG use
MonoFlex as the base detector. MonoDistill, LPCG, and Mono-
LiG are semi-supervised methods using additional information
from LiDAR during training. KD and DDAD represent the ex-
tra datasets, KITTI-depth and DDAD15M [28], respectively. Bold
and underlined values represent best and second best respectively.

1.59 AP higher than 3DIoUMatch. Furthermore, compared
to 3DIoUMatch, our approach reduces additional time per
iteration by 16% and additional memory consumption by
3-fold. We observe that methods that consider localization
uncertainty (3DIoUMatch, MonoLiG) perform better than
methods that only use classification uncertainty (FixMatch).

In Fig. 5, we compare qualitatively how different
pseudo-labeling uncertainty strategies work. In the first row,
our approach and 3DIoUMatch filter out different vehicles,
both difficult to localize for a monocular 3D object detector.
We observe that our predictions correspond to more distant
and occluded objects with low LiDAR point returns and,
therefore, higher aleatoric uncertainty. Also, in the second
row, the middle car with high bounding box localization er-
ror has low classification uncertainty but high localization

2352



Predictions from PV-RCNN FixMatch 3DIoUMatch Ours - Aleatoric
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Figure 5. Qualitative comparisons of pseudo-label confidence algorithms (FixMatch, 3DIoUMatch, Ours) on KITTI. Blue boxes represent
predictions from the PV-RCNN detector. Red and green boxes represent boxes with a confidence score below and above 0.5 threshold for
the corresponding pseudo-label confidence approach.

uncertainty. For these types of objects, utilizing a strategy
that also identifies localization uncertainty is essential.

Approaches Mod. Time (ms) Memory
DD3D [28] 16.92 53.4 -
No Confidence 20.14 53.4 -
FixMatch [42] 22.59 53.4 -
3DIoUMatch [47] 23.15 62.9(+17.8%) 696 MB
Ours - Aleatoric 24.74 54.2(+1.6%) 184 MB

Table 2. Comparison of different pseudo-labeling confidence al-
gorithms on KITTI val.

4.4. Ablation studies

Ablation on scoring. Next, we study the effect of each
component in our MonoLiG framework. We present our
ablation study with different combinations for our selection
in the supervised-learning setting in Table 3. Our findings
indicate that, among the single scores, its performs best in
the initial cycles, highlighting the effectiveness of utilizing
teacher predictions when the student uncertainty is not yet
well-learned. When all three scores are combined, we ob-
tain the highest performing selection score.

s(x) 40% 50% 70% 90%
ual
t 9.12 10.07 11.44 12.94

utv
s 8.86 10.51 12.64 14.12

its 9.53 11.13 12.68 13.89
utv
s + its 9.22 10.73 13.39 14.44

(utv
s + its) ∗ ual

t 10.18 11.43 13.76 14.65

Table 3. Ablation study on selection scores and training strategy
on KITTI val. The percentage indicates the ratio of labeled data.

Different teacher-student architectures. To show the
robustness of MonoLiG to the architecture choice of the

teacher and the student model, we try with two different
monocular detectors: DD3D [28] and MonoFlex [54] as
our student model and two different LiDAR detectors as our
teacher model: PV-RCNN [38] and PointPillars [23]. In Ta-
ble 4, we see that MonoLiG boosts the performance of both
student models compared to the random sampling strategy.
We observe a performance gain of 1.24 AP at 80% data
percentage for DD3D and even a further 1.85 AP for the
MonoFlex. We also observe that for the choice of teacher
model, the better the teacher model is, the higher the per-
formance gain when MonoLiG is used.

DD3D [28] MonoFlex [54]
40% 80% 40% 80%

Base 7.58 12.47 5.22 10.08
PointPillars [23] 8.91 12.89 7.35 10.92
PV-RCNN [38] 9.36 13.71 7.81 11.33

Table 4. Performance comparison of MonoLiG with two different
LiDAR and monocular detectors on KITTI val. The percentage
indicates the ratio of labeled samples.

5. Conclusion
We introduced a novel SSAL framework. MonoLiG con-

sists of a novel training phase that uses aleatoric uncertainty
weighted pseudo-labels from the LiDAR detector to guide
the training of the monocular detector and a selection phase
with a novel acquisition function based on the inconsistency
between predictions from the LiDAR and the monocular de-
tector. Our extensive experiments validate the effectiveness
of MonoLiG compared to both AL and SSL baselines. We
further showed that MonoLiG could easily be adapted to
any monocular detector. Pseudo-labels’ quality is essential
for our framework; we will further explore how to generate
more precise pseudo-labels by adding more modalities, e.g.,
radar and tracking over time.
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Jan M Köhler. The power of ensembles for active learning in
image classification. In CVPR, 2018. 2, 5

[5] Garrick Brazil and Xiaoming Liu. M3d-rpn: Monocular 3d
region proposal network for object detection. In ICCV, 2019.
7

[6] Benjamin Caine, Rebecca Roelofs, Vijay Vasudevan, Jiquan
Ngiam, Yuning Chai, Zhifeng Chen, and Jonathon Shlens.
Pseudo-labeling for scalable 3d object detection. arXiv
preprint arXiv:2103.02093, 2021. 3

[7] Cong Chen, Shouyang Dong, Ye Tian, Kunlin Cao, Li Liu,
and Yuanhao Guo. Temporal self-ensembling teacher for
semi-supervised object detection. Transactions on Multime-
dia, 2021. 3

[8] Hansheng Chen, Yuyao Huang, Wei Tian, Zhong Gao, and
Lu Xiong. Monorun: Monocular 3d object detection by re-
construction and uncertainty propagation. In CVPR, 2021.
7

[9] Jiwoong Choi, Ismail Elezi, Hyuk-Jae Lee, Clément Farabet,
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