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Abstract

Recent data-privacy laws have sparked interest in
machine unlearning, which involves removing the effect
of specific training samples from a learnt model as if they
were never present in the original training dataset. The
challenge of machine unlearning is to discard information
about the “forget” data in the learnt model without altering
the knowledge about the remaining dataset and to do so
more efficiently than the naive retraining approach. To
achieve this, we adopt a projected-gradient based learning
method, named as Projected-Gradient Unlearning (PGU),
in which the model takes steps in the orthogonal direction
to the gradient subspaces deemed unimportant for the
retaining dataset, so as to its knowledge is preserved. By
utilizing Stochastic Gradient Descent (SGD) to update
the model weights, our method can efficiently scale to
any model and dataset size. We provide empirically
evidence to demonstrate that our unlearning method can
produce models that behave similar to models retrained
from scratch across various metrics even when the train-
ing dataset is no longer accessible. Our code is available at
https://github.com/hnanhtuan/projected gradient unlearning.

1. Introduction

Deep learning has widely adopted across various fields,
such as computer vision, natural language processing, and
image/music/video generation. One of the reasons deep
models excel is their ability to leverage vast quantities
of data for training. However, machine learning models
may unintentionally memorize their training data to a cer-
tain level, and recent work has shown that it is possible
to derive meaningful information about individual train-
ing examples using only the parameters of a trained model
[7, 11, 31, 40, 45]. When the training data potentially con-
tains privacy-sensitive user information, this creates signif-
icant challenges in regulating access to each user’s data or
enforcing personal data ownership, which the General Data
Protection Regulation (GDPR) in the European Union [28]

and the California Consumer Privacy Act (CCPA) [34] aim
to address. Therefore, it becomes imperative to develop
learning techniques that limit such memorization (such as
Differential Privacy learning) or remove such model mem-
orization when necessary (through Machine Unlearning),
which is the main focus of this paper. Such a problem of
machine unlearning can extends to the other applications
such as de-poisoning, where we want to remove the effect
of a subset of data previously used for training and later
identified as malicious (e.g., anomalies) [5] or biased [29]
(denoted as “poisoned samples”). After the unlearning pro-
cess, the ML model ideally performs well as if the model
has not been trained with the malicious/biased data.

When users invoke their “right to be forgotten” (RTBF),
it’s crucial to ensure that the user data is “unlearnt” from
the trained model. This means that any information derived
from the requested-to-delete (forgetting) data should be re-
moved from the model’s knowledge. The first plausible so-
lution is to retrain the model from scratch without including
the deleted data. However, this approach may be less practi-
cal due to its high computation, time, and space costs. Fur-
thermore, this solution may sometimes require re-collection
of training data to retrain the model as the training data may
not be stored indefinitely due to privacy regulations [28].
For the same reason, it would be necessary for the unlearn-
ing method to work without requiring the training data.

Numerous methods [1, 3, 12, 14, 15, 18, 20, 22, 30, 32, 33,
44] have been proposed to facilitate unlearning. Many of
these works [1, 15, 18, 30, 44] rely on the influence func-
tion [23], that helps to estimate the influence of training
data on the trained models, to find the update that reverse
the effect of forgetting samples on this model. However,
these works tend to be computationally intensive due to the
Hessian estimation. As a result, it is difficult to achieve a
significant runtime improvement for large models such as
CNN over retraining.

In order to address the challenges of forgetting training
knowledge with more computational efficiency, we first in-
troduce a novel unlearning loss for classification which aims
to reverse the original training process of the forgetting data.
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Then, inspired by recent works [27, 38], we apply orthogo-
nal gradient steps with respect to the core gradient subspace
of the model weights for the retaining dataset. Specifically,
we partition the entire gradient space of weights into two or-
thogonal subspaces: Core Gradient Space (CGS) and Resid-
ual Gradient Space (RGS) [37], where CGS contains infor-
mation that needs to be preserved. This approach enables us
to remove information related to the forgetting data from the
trained model while inducing minimum interference with
the retaining dataset, thereby avoiding catastrophic forget-
ting. We also propose a technique that can efficiently com-
pute the CGS of the model weights for the retaining dataset
from only the weight gradient space of the full training data,
which is particularly useful when the full training dataset is
no longer accessible.

Our contributions can be summarized as follows: (i) We
propose an unlearning method for classification task with a
novel unlearning loss function. The method utilizes gradi-
ent projection to remove information from a trained model
with minimum interfering to important information of the
retaining data, thereby preventing prevent catastrophic for-
getting. (ii) The proposed method only requires the forget-
ting data during the unlearning process and is applicable
even when the training data is no longer accessible. (iii) In
addition, our work can be applied to depoisoning applica-
tion to eliminate harmful effects of poisoned training sam-
ples. (iv) As our method employs gradient descent updates
to unlearn the model, our method can be scaled effortlessly
to any model and dataset. (v) Our experiment results on
large scale models and datasets demonstrate that our un-
learning method can produce models that behave similarly
to models retrained from scratch across various metrics.

2. Related works

2.1. Machine unlearning

Earlier works on Machine Unlearning has been studied
on the exact unlearning such as SVM [21,35], Naive Bayes
classifiers, and k-means. However, these approaches are
not suitable for CNNs, which are trained using stochastic
gradient descent.

Yinzhi et al. [5] shows an efficient forgetting algorithm
in the restricted setting of statistical query learning, where
the learning algorithm cannot access individual samples.
Bourtoule et al. [4] introduce the ”sharded, isolated, sliced,
and aggregated” (SISA) framework as a low-cost solution
for knowledge removal, which involves the following three
steps: (1) partition the complete training sample set into
multiple disjoint shards, (2) train models independently on
each of these shards, and (3) retrain the affected model upon
receiving a request to unlearn a training point. However,
this approach may incur a large storage overhead and its
efficiency quickly deteriorates when multiple data points

need to be removed. Gou et al. [18] propose a certified-
removal mechanism, a very strong theoretical guarantee that
an unlearned model is indistinguishable from a retrained
model that never encountered the data in the first place.
The method utilizes the influence function [23] for L2-
regularized linear models that are trained using a differ-
entiable convex loss function, such as logistic regressors.
However, the method does not extend to DNN due to its
strong convex assumption. Golatkar el at. [1] propose a se-
lective forgetting procedure for DNNs trained with SGD,
using an information theoretic formulation and exploiting
the stability of SGD. They propose a forgetting mecha-
nism which involves a shift in weight space, and addition
of noise to the weights to destroy information. [15] pro-
poses a scrubing method by adopting Neural Tangent Ker-
nel (NTK), which posits that large networks during training
evolve in the same way as their linear approximations [26].
This allows the model information can be scrubbed in one
step (i.e., “one-shot forgetting”). However, this method
faces the computational bottleneck as the size of NTK ma-
trix grows exponentially with the number of training sam-
ples and classes. Based on the forgetting theory provided
by Sekhari et. al. [39], Mehta et. al. [30] propose a measure
for computing conditional independence called L-CODEC
which identifies the Markov Blanket of parameters to be
updated so that the method can be applied to large models.
However, the method can still be computationally-intensive
for a very deep and wide network. Baumhauer et al. [3]
introduce a forgetting method for logit-based classification
models by applying a linear transformation to the output
logits. However, this method only applies filtration to the
final linear layer, and other layer weights may still retain
information. Therefore, this method may not effectively
address data privacy concerns. Additionally, this approach
has limited applicability, as it can only be used for class-
wide data deletion. In the work by Kurmanji et al. [25],
they introduce a novel approach to unlearning through the
optimization of a min-max problem. Within this frame-
work, the max steps are designed to guide the student model
to to distance its outputs from the teacher outputs on for-
gotten examples, effectively erasing forgotten information.
While the min steps align the student model outputs with
the teacher model outputs on retained examples for restor-
ing the model’s performance on retained data, should it have
been adversely affected by the max steps. Thudi et. al. [43]
design of a new training objective penalty that limits the
overall change in weights during SGD and as a result facili-
tates approximate unlearning. Zhang et. al. [48] initially es-
tablish a connection between randomized smoothing tech-
niques for achieving certified robustness in classification
tasks and randomized smoothing methods for certified ma-
chine unlearning with gradient quantization. Then based on
that connection, they propose the concept of Prompt Cer-
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tified Machine Unlearning (PCMU), which is built upon
a foundation of randomized data smoothing and gradient
quantization.

2.2. Differential privacy

Differential Privacy (DP) [2,9,10,16,17] offers a formal
solution to address data privacy concerns and safeguard data
ownership. Compared to unlearning, DP is more stringent
as it restricts memorization and seeks to learn model pa-
rameters in a way that prevents retrieval of any information
related to any training samples, while still achieving rea-
sonable performance. On the other hand, unlearning merely
aims to remove model information associated with a subset
of training data after standard training, without expecting
the model to perform well on those deleted samples. Due to
its more rigorous requirements, differential privacy for deep
networks can be challenging to achieve and often results in
significant accuracy losses. Therefore, when the require-
ment about data privacy is not excessively strict, machine
unlearning may be a more suitable option.

2.3. Membership Inference Attack

Membership Inference Attack (MIA) [6,8,36,40] tries to
determine if a particular data was used for training a model.
This attack can serve as an effective means of evaluating the
forgetting capacity of a model, especially when there are
no or weak theoretical guarantees to quantify the remaining
knowledge of forgetting data in model parameters. If the at-
tacker’s predictions are comparable for both unlearned and
retrained models, then it implies that the unlearned model
has lost information that is specific to the forgetting data. In
contrast, if the attacker displays a greater degree of confi-
dence in predicting a forgetting sample from an unlearned
model as opposed to a retrained one, it could indicate inef-
fective unlearning. Conversely, a lower confidence than ran-
dom chances in predicting from an unlearned model could
lead to the Streisand Effect.

3. Proposed method
3.1. Problem statement

Let D = {xi,yi}Ni=1 be a fixed training dataset and
fw(x) be a parametric function (model), for instance a
CNN, with parameters w (weights) trained on D. Let
Df ⊂ D be a subset of the training data, whose informa-
tion we want to remove from the model fw(x) (i.e., for-
getting dataset), and let Dr be the complement of Df (i.e.,
Df ∪ Dr = D and Df ∩ Dr = ∅ ), whose information we
want to retain (i.e., retaining dataset).

3.2. Unlearning

Our approach leverages the property that stochastic gra-
dient descent (SGD) updates lie in the span of input data

points [47]. Inspired by the works of Schulman et al. (2015)
[38] and Lin et al. [27], we have developed a method to se-
lectively forget parts of a dataset by applying gradient up-
dates orthogonal to the Core Gradient Space (CGS) [37] of
model weights computed using the retaining data. This ap-
proach allows the model to update its weights in a way that
discards information about the forgetting data while pre-
serving the knowledge learnt from the retaining data.

3.2.1 Loss function:

We first propose the loss function that reverses the learning
process as follows:

L =
∑
i∈Df

C∑
c=1

(−yi,c log(1− pi,c + ϵ)− λpi,c log(pi,c)) ,

(1)
where pi,c =

exp(zi,c)∑C
j=1 exp(zi,j)

; zi,c is the c-th element of zi =

fw(xi), and similarly yi,c is the c-th element of yi.
The first-term is “reverse” cross-entropy loss which tries

to minimize the predicted probability of the true-label class.
ϵ is a small constant value to avoid exponentially large gra-
dients at the beginning of training when the scores can be
high (i.e., pi,c ≈ 1). The second-term attempts to maximize
(λ > 0) the entropy of the model outputs, thereby making
equal confidence scores for all classes. This term is helpful
in removing information from the forgetting data that could
be useful in multiple classes (e.g., bird and airplane might
share similar background information). In other words, the
model also become less focused on features that are corre-
lated with the forgetting labels. Moreover, the second term
also prevents the confidence scores of the forgetting data
from going arbitrarily close to 0, which could otherwise re-
sult in abnormal confidence scores for the forgetting data.

For the de-poisoning application, we not only want the
model to unlearn the features (which could be noise) that
are correlated with the ”poisoned” labels, but we also expect
the model to correctly re-classify these poisoned samples.
Therefore, we use λ < 0 to minimize the entropy of the
model outputs. This means that we want the model to assign
a high confidence score to a class other than the poisoned
labels.

3.2.2 Core Gradient Space (CGS) construction:

When the model training on full dataset is finished, we then
compute the basis vectors and eigen-values of the gradi-
ent space for full dataset. Specifically, for each convolu-
tional or linear layer l, we take forward pass for a training
sample xi to obtain the outputs zl−1

i of (l − 1)-th layer
(xl

i ≡ zl−1
i as input of l-th layer). For a convolution layer,

we extract an input feature vector rli by taking a patch vec-
tor from the 3-dimensional feature map zl−1

i ; while for a
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linear layer, the input feature vector is simply rli = zl−1
i .

We then concatenate all d-dimension input feature vectors
along the column to construct an input-representation ma-
trix Rl = [rl1, r

l
2, · · · , rln∗ ] ∈ Rd×n∗

. Next, we can com-
pute the basis vectors U l and eigen-values Σl by using
SVD as follows:

Rl(Rl)⊤ =
∑
∀i

Rl
i(R

l
i)

⊤ = U l(Σl)2(U l)⊤, (2)

where Rl
i ∈ Rd×m is a subset of Rl including m input

representations; hence, Rl(Rl)⊤ can be computed in mini-
batch manner. As a result, U l and Σl can be computed very
efficiently (noting that d is usually small, e.g., < 1000).

Whenever a data deletion request is received for Df ,
we can compute the basis vectors of weight gradient space
for the retaining dataset Dr as follows (note that Rl =
[Rl

r,R
l
f ]):

Rl
r(R

l
r)

⊤ = Rl(Rl)⊤ −Rl
f (R

l
f )

⊤

U l
r(Σ

l
r)

2(U l
r)

⊤ = U l(Σl)2(U l)⊤ −Rl
f (R

l
f )

⊤.
(3)

We pre-compute and cache the basis vectors U l and eigen-
values Σl of the input representations of each layer of the
full training set, that allows us to efficiently compute the ba-
sis vectors and eigen-values of the retaining data, i.e., U l

r

and Σl
r, when the forgetting dataset is given. Importantly,

our method does not require the training data1; so it is appli-
cable even when the training data is not accessible anymore
(except for the forgetting data Df that should be provided
again by the users requesting data deletion). Our method
can avoid the privacy concern over storing training data.

Next, we can obtain the Core Gradient space, CGS =
span{ul

r,1,u
l
r,2, · · · ,ul

r,k}, spanned by the first k vec-
tors of U l

r, where k satisfies the following criteria for a
given threshold γl:

∑k
i=1 σ

l
r,i ≥ γl

∑d
i=1 σ

l
r,i with Σl

r =

diag([σl
r,1, · · · , σl

r,d]). CGS can be presented in matrix for-
mat as M = [ul

r,1,u
l
r,2, · · · ,ul

r,k].

3.2.3 Gradient update

Given the forgetting dataset Df and the loss function 1, we
can compute the gradient ∇wlL. However, before apply-
ing the gradient step, the gradient ∇wlL are first projected
onto the CGS and then projected components are subtracted
out from the gradient so that the remaining gradient compo-
nents lie in the space orthogonal to CGS. The gradients are
processed as follow:

∇wlL⊥ = ∇wlL−
(
∇wlL

)
M l(M l)⊤. (4)

For the context of de-poisoning application, since the un-
learning of the forgetting dataset (i.e., the poisoned dataset)

1When V l is discarded, it is impossible to reconstruct Rl.

is strongly correlated with the learning of the retaining
dataset (as we also aim to re-classify poisoned data), sim-
ply applying the naive orthogonal gradient projection (Eq.
4) will compromise the unlearning process, as noted in [27].
We address this issue by adopting the Trust Region Gradi-
ent Projection (TRGP) method [27]2 and using the CGS of
the retaining dataset as the trust region. We apply TRGP
only to the last linear layer in the de-poisoning application,
while Eq. 4 is used in all other layers.

As with the training of a classification model, there is
a potential for overfitting to occur during the unlearning
process. To mitigate this issue, we adopt early stopping.
Specifically, we compare the accuracy of the validation
dataset to that of the forgetting dataset or to the random per-
formance. By doing so, we can determine when the model
starts to overfit to the unlearning and stop it early.

3.2.4 Incremental Unlearning
It is common for user data to be deleted multiple times dur-
ing the life cycle of a model. Therefore, it is essential for
the unlearning method to support incremental unlearning.
This means that the method should be able to forget multi-
ple batches of data one-by-one, allowing the model to adjust
its weights accordingly as more training data is removed.

wl
f = wl

o +∆wl
o→f

⇒ wl
fr

l
i = wl

or
l
i +∆wl

o→fr
l
i

⇒ wl
fr

l
i ≈ wl

or
l
i.

(5)

Here, we denote by wl
o the weight of the originally model

trained on D and by ∆wl
o→f the update of weight from the

original model to the unlearned model. Since our weight
updates lie in the CGS of the retaining data, it implies that
∆wl

o→fr
l
i ≈ 0. As a result, the outputs of the unlearned

model and those of the original model will be almost iden-
tical for the retaining dataset. Therefore, given the retaining
dataset at any time, the basis vectors U l

r and eigen-values
Σl

r of the original model and unlearned model are the same,
allowing us to easily re-compute the basis vectors whenever
the retaining dataset changes (i.e., more data points are re-
moved).

4. Experiments
4.1. Experiment setups

To evaluate the effectiveness of our proposed method
on forgetting samples, we conduct experiments on two
different datasets: CIFAR-10 [24] using AllCNN [42],
SmallVGG (a small variation of VGG model [41] of 3
convolutional layers and 2 linear layers3) and TinyIma-

2We refer readers to [27] for the details of TRGP method.
3More details about this model can be found in the source code.
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Table 1. The experiment results for various readout functions for unlearning 500 samples of Class 0 of CIFAR10 using AllCNN model.

Method Retrained EUk NTK SCRUB PGU
Dr error 0.04±0.01 0.06±0.01 3.49±0.98 0.01±0.00 0.05±0.01
Df error 9.28±1.25 0.12±0.16 11.05±1.83 10.45±1.61 9.92±0.45
Dtest error 9.78±0.19 10.13±0.15 12.68±0.74 10.26±0.44 9.86±0.15
Time (s) 1021±18 821±22 –∗ 321±43 88.45±4.12

∗ We do not report time for NTK since we can only samples a small subset of retaining dataset.

Figure 1. Distribution of the entropy of model output (confidence) of forgetting dataset Df on original (before unlearning), retrained and
unlearnt models using various methods.

Figure 2. MIA ROC curve for various unlearnt models to unlearn
500 samples of CIFAR10 Class 0 using AllCNN model. The num-
ber in parenthesis is AUC.

geNet [46] using ResNet-18 [19]. The standard CIFAR-
10/TinyImageNet consists of 50K/100K for training and
10K/10K for testing. In this paper, we split the standard
10K testing set into 5K-image validation set and 5K-image
testing set. We train the models using Nesterov SGD for
SmallVGG, AllCNN and Adam for ResNet-18 with start-
ing learning rate at 0.01 and 0.001 respectively. During
training, we utilize mini-batch size of 250 and adopt the ex-
ponential learning rate scheduler with the end learning rate
set to 0.0005 after 200 epochs. We apply basic augmenta-
tion techniques, including random cropping and horizontal
flipping.

For the unlearning process, we update only the model
weights of convolutional and linear layers, and not the
weights of batch-normalization layers or biases. We adopt
the exponential learning rate scheduler with the starting
learning rate of 0.05 and the ending learning rate of 0.01
after 100 epochs. For SmallVGG trained on CIFAR-10, we
empirically choose the threshold γl = 0.95; for AllCNN

trained on CIFAR-10, we empirically choose the threshold
γl = 0.9; and for ResNet18 trained on TinyImageNet, we
empirically choose the threshold γl = 0.9. We set λ = 0.2
for all experiments.

We use the following read-out functions, which may be
used to gauge how much information they were able to de-
stroy: (i) Error on the test set Dtest: ideally small, (ii) Er-
ror on the subset to be forgotten Df : ideally the same as
the error of a model trained without seeing Df , (iii) Error
on the retaining set Dr: ideally no change after the unlearn
process or similar to that of the retrained model, (iv) Mem-
bership inference attack (MIA): To conduct a member-
ship inference attack, we train 2 sets of models: 50 original
models with full training data and 50 retrained models with
only the retaining dataset. We then treat the attack as a bi-
nary classification problem on model outputs of the forget
dataset, where class 1 represents the samples seen during
training (i.e., from original models) and class 0 represents
the samples not seen during training (i.e., from the retrained
model). For this classification, we use 40 models to extract a
training set, 5 models to extract a validation set, and 5 mod-
els to extract a test set. We train a XGBoost classifier and
finetune to achieve the best F1 score on the validation set.
We visualize the Receiver Operating Characteristic (ROC)
curve and report the Area Under Curve (AUC). The ROC
curve shows trade-off between true-positive rate (TPR) and
false-positive rate (FPR)4. Furthermore, it is worth noting
that our assumption about the knowledge of attacker is quite
strong; specifically, we assume that the attacker knows the
model architecture, training methods, the full labelled train-
ing and forgetting dataset. Employing such a strong as-

4Please refer to Supplementary for more details of the MIA setting.
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Table 2. The experiment results for various readout functions for unlearning classes using ResNet-18 model trained on TinyImageNet.

Method Original Retrained EUk SCRUB PGU

5 Classes
Dretain test

∗ error 52.78±0.36 52.58±0.17 53.15±0.28 51.80±0.37 53.03±0.43
Dr error 0.56±0.04 0.56±0.05 1.84±0.08 0.20±0.00 0.74±0.06
Time (s) – 3,846±118 2318±97 1693±65 765±45

∗ Dtest after excluding samples of forgetting classes.

(a) (b) (c) (d)

Figure 3. Distribution of the entropy of model output (confidence) of forgetting dataset Df on retrained and unlearnt models using various
methods (Fig a, b, and c) and MIA ROC curve (Fig d) when forgetting 5 classes of TinyImageNet using ResNet-18.

sumption simplifies the task of quantifying the extent to
which information from the forgetting set still retains within
the model. This might be more challenging in a more realis-
tic scenario due to the biases and variations caused by shal-
low models, shallow training-testing sets, etc. (v) Model
confidence: we visualize the distribution of model confi-
dence (entropy of the output prediction) on the forget set
Df , (vi) Unlearning time: should be significantly smaller
than the retraining time.

To obtain reliable results, we conduct each experiment
5 times and report the mean and standard deviation, except
for MIA experiment which is executed only one. We com-
pare our method PGU with recent works: NTK5 [1], Ex-
act Unlearning-k (EU-k)6 [13], and SCRUB [25]. Impor-
tantly, we note that our method only requires the forgetting
dataset and is applicable even when the training data is no
longer accessible. The following experiment results demon-
strate that our unlearnt method can achieve favorable results
across various readout functions in comparison with other
works which requires retaining dataset. Furthermore, our
unlearnt models are closely matched with retrained models,
which are the optimal targets for unlearning.

4.2. Data removal

First, we conduct experiment to selective remove some
training data. Specifically, we remove 500 samples of the
first class (Class 0) of CIFAR10 dataset using AllCNN.

The experimental results, as presented in Table 1, show
the favorable performance of our proposed method in com-
parison to alternative approaches. Remarkably, our unlearnt
model closely matches with the retrained model even with-

5Due to the scalability issue of the method, we can only select 1500
samples as the retaining dataset in calculation.

6We retrain the last 3 convolutional/linear layers.

out using the retaining dataset. Specifically, our method
exhibits the smallest increase in error on Dtest. Notably,
we found that EUk method [13] performs poorly on many
readout functions, i.e., Df error is very small and similar
to Dr error. This observation suggests that even though the
last few layers are retrained from scratch, information from
the forgetting dataset can still be leaked from shallower lay-
ers. We observe a larger increases in Dr Dtest errors for
NTK methods; this is potentially because we can only sam-
ple 1500 samples (out of 49,500 samples) as the retaining
dataset due to its scalability limitation.

Considering model confidence, as depicted in Figure 1, it
is evident that our unlearnt method produces a Df entropy
distribution which aligns with that of the retrained model
the best. NTK, despite of its scalability limitation, can pro-
duce a Df entropy distribution which also closely aligns
with that of retrained model. Furthermore, the Df entropy
distribution of EUk is closer the the Df entropy distribution
of original model than that of retrain model. This outcome
corroborates the findings from Table 1.

Figure 2 demonstrates the effectiveness of our approach
in erasing information related to forgotten datasets from the
model. Specifically, there is a substantial decrease in the
success rate of MIA attackers, with the Area Under Curve
(AUC) dropping from 0.6403 to 0.5340 (slightly higher
than random chances). In term of AUC for MIA ROC curve,
our method achieves comparable results to SCRUB [25],
showcasing its merits as it does not require the retaining
dataset. Finally, our approach outpaces both the retrained
method and alternative techniques in terms of speed. Its ef-
ficiency comes from the fact that it solely relies on the for-
getting dataset, usually at a small size; whereas alternative
methods need to fine-tuning on the large retaining dataset.
It is worth mentioning that the training time of our approach
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Figure 4. How retrained and our unlearnt models classify forget-
ting samples (airplane).

includes the SVD computation time, specifically SVD com-
putation consumes less than 6 seconds in this experiment.

4.3. Class removals

The above setting shows applications where samples are
randomly removed. Another appealing application of un-
learning involves completely removing samples from spe-
cific classes. To test the effectiveness of our proposed
method in this application, we conducted experiments us-
ing ResNet-18 on TinyImageNet dataset and SmallVGG on
CIFAR-10 dataset. Without losing generality, we select first
5 classes of TinyImageNet and the first class of CIFAR-10
as the forgetting set. Noting that for this class removal task,
we remove the rows corresponding to forgetting classes in
the last linear layer of unlearnt models before evaluating.

In Table 2, we present the outcomes of our experiments
with different readout functions. We observe that classifi-
cation errors of the our unlearnt model on retaining train-
ing and retaining testing set (composed of the training and
testing sets excluding the samples from the forgetting class)
are more similar to those of the retrained models as com-
pared to EUk, SCRUB. The Df entropy distribution of our
unlearnt model also aligns with that of the retrained model
better than EUk, SCRUB (Figure 3a, b, c). In term of MIA
when forgetting 5 classes, our method can achieve better
AUC than that of SCRUB while only being slight lower than
that of EUk (Figure 3d). Finally, our method is faster than
other methods and significantly faster than the retrained ap-
proach. In summary, our comprehensive analysis across
various metrics underscores the advantages offered by our
proposed method.

We further analyse the impact of unlearning a class on
retaining classes using SmallVGG on CIFAR-10 and un-
learning the first class (i.e., airplane). Figure 4 depicts how
(percentage % of samples) the unlearnt and retrained mod-
els will classify the forgotten samples in CIFAR-10 dataset.
The figure shows that the unlearnt and retrained models ex-
hibit similar behaviors when presented airplane samples.
Specifically, we can see that both models will more likely to
classify an airplane sample as bird or ship, potentially due
to the similarity in the background of those classes. Con-
versely, both models are also less likely to classify an air-
plane as a dog, a frog, or a horse.

4.4. Incremental data removals

We performed sequential unlearning experiments where
we unlearnt a subset of 1,000 training samples at a time. In
the first run, we unlearnt a set of 1,000 samples, and the
resulting unlearnt model was used to subsequently unlearn
another subset of 1,000 training samples. The subset of
1,000 forget samples in each run are formed by randomly
selecting 100 samples for each class in the remaining train-
ing samples.

Table 3 demonstrates that the unlearnt model achieves
very similar test errors to the retrained models, while only
minor increases in error rate for retaining set Dr and for-
getting set Df are observed. In terms of MIA success rate,
Figure 6 shows that our method results in the ROC curve
that closely aligns with the random line. This suggests that
attackers are unable to determine whether a forgotten sam-
ple was employed in training process any more effectively
than random guessing.

Additionally, Figure 5 shows the distributions of log-
entropy of the unlearnt and retrained models on the forget-
ting dataset Df before and after unlearning. We can ob-
serve that after unlearning the log-entropy distributions of
the unlearnt and retrained models are closely matched to
each other. Figure 5 and Table 3 indicate that our method
can support incremental unlearning without significantly af-
fecting performance of test set Dtest. Finally, our method is
significantly faster than the retrained approach.

4.5. Depoisoning

In this section, we focus on the poisoning attack set-
ting on machine learning. Specifically, an adversary aims at
misleading a model by flipping labels of the training data.
The label flips significantly degrade the performance of the
learning model. Hence, we use the unlearning method to
remove the harmful effect of poisoned samples and correct
the model to achieve the performance as if the model was
trained without the poisoned samples.

For this experiment, we use the SmallVGG model on
CIFAR10 dataset. For fair comparison to [44], we follow
their experimental setting. Specifically, we change the la-
bels of certain pairs of classes by flipping a portion of them
to their counterpart. For example, a sample with the label
”cat” could be changed to ”dog” and vice versa. This type
of attack can result in similar performance degradation as
other label-flip attacks [44]. We evaluate our unlearning
method on this setting with different poisoning budgets.

The experimental results are presented in Table 4. These
results demonstrate that our unlearning method can effec-
tively mitigate the detrimental effects of poisoned samples
on the model, resulting in significant performance recovery
across different levels of poisoning (including cases where
up to 50% of the samples are poisoned). Additionally, our
method also significantly surpasses the method in [44] in
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Table 3. The experiment results for various readout functions when conducting incremental unlearning on SmallVGG trained on CIFAR10.

Num. Forget 0 - 1K 1K - 2K 2K - 3K 3K - 4K

Retrained

Dtest error (%) 9.62±0.52 9.55±0.44 9.38±0.32 9.84±0.43
Dr error (%) 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00
Df error (%) 9.61±0.53 9.51±0.43 9.59±0.30 9.69±0.26
Time (s) 1030±19 1020±20 1009±21 995±22

PGU

Dtest error (%) 9.84±1.08 9.86±0.99 9.78±0.95 9.80±1.11
Dr error (%) 0.00±0.00 0.00±0.00 0.01±0.00 0.01±0.00
Df error (%) 10.02±0.97 9.93±1.10 10.02±1.24 11.30±1.37
Time (s) 156±21 161±19 178±29 172±24

(a) 0 - 1K (b) 1K - 2K (c) 2K - 3K (d) 3K - 4K

Figure 5. Distribution of the entropy of model output (confidence) of forgetting dataset Df on original (before unlearning), retrained and
our unlearnt models.

Figure 6. MIA ROC curve after incremental unlearning 4K sam-
ples (1K step size) of CIFAR10 on SmallVGG model.

Table 4. Test accuracy for different poisoning budgets for Small-
VGG trained CIFAR10. The SmallVGG model achieves 90.16%
in test accuracy with full-clean training data. We present the ac-
curacy of the model trained with poisoned dataset (Poisoned), the
model trained with clean data only (exclude the poisoned samples)
(Clean), and the poisoned model after depoisoning using PGU
and [44].

Num. Poison 5K 10K 15K 20K 25K

Poisoned 86.07 79.32 69.69 56.78 45.36
Clean 89.81 88.89 88.69 87.68 86.86
PGU 87.95 86.87 85.46 85.13 83.12
1st Order [44] 86.56 83.77 79.68 74.11 67.98
2nd Order [44] 87.43 84.13 79.80 74.28 68.28

term of performance recovery, especially when a large num-
ber of poisoned samples are presented. Importantly, our ap-

proach does not require access to the clean labels of the
poisoned samples.

5. Conclusion
We introduce a new machine unlearning method to re-

move the effect of a specific subset of training data on the
trained model. It has important applications in ensuring
the “right to be forgotten” in the context of user privacy,
erasing a subset of malicious or adversarial data from the
model. The proposed method shows promising empirical
performance for different model architectures and datasets
across various readout functions. We also show the ability
to approximately unlearn for large models very efficiently
without any additional limitations beyond those encoun-
tered during training. Additionally, as not requiring the
retaining dataset, our proposed method can be effectively
employed when the training data is no longer accessible,
a scenario where the majority of existing approaches are
not applicable. For future work, we plan to extend this ap-
proach to other learning applications beyond classification.
Additionally, we aim to test the effectiveness of our method
against advanced Membership Inference Attack and model
inversion techniques, as these are active research areas.
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