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Abstract

Eye blink detection serves as a crucial biomarker for
evaluating both physical and mental states, garnering con-
siderable attention in biometric and video-based studies.
Among various methods, video-based eye blink detection
has been particularly favored due to its non-invasive na-
ture, enabling broader applications. However, capturing
eye blinks from different camera angles poses significant
challenges, primarily because the eye region is relatively
small and eye blinks occur rapidly, necessitating a robust
detection algorithm. To address these challenges, we in-
troduce Dual Embedding Video Vision Transformer (DE-
ViViT), a novel approach for eye blink detection that em-
ploys two different embedding strategies: (i) tubelet em-
bedding and (ii) residual embedding. Each embedding can
capture large and subtle changes within the eye movement
sequence respectively. We rigorously evaluate our proposed
method using HUST-LEBW, a publicly available dataset, as
well as our newly collected multi-angle eye blink dataset
(MAEB). The results indicate that the proposed model con-
sistently outperforms existing methods across both datasets,
with notably minor performance variations depending on
the camera angles.

1. Introduction

In the realm of biometrics and human behavior analysis,
blinking serves as a multifaceted indicator of both physi-
cal and mental states. Specifically, eye blink patterns have
been leveraged for a variety of applications including, but
not limited to, the detection of driver fatigue [1, 2], moni-
toring of stress and attention levels [3, 4], diagnosis of ocu-
lar conditions [5], and even as a non-verbal communication
channel for individuals with disabilities [6, 7].

As the applications of eye blink detection continue to
proliferate, numerous methodologies have been investi-
gated for automating this process. One prevalent approach
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involves the utilization of bio-signals, such as electroen-
cephalogram (EEG) waveforms or electrooculogram (EOG)
sensors, to capture electrical changes in the vicinity of the
eye [8–11]. Another non-contact strategy employs the anal-
ysis of the infrared (IR) spectrum reflected from the eyes
[12]. However, these methodologies are often encumbered
by limitations related to sensor placement and lack of adapt-
ability in diverse contexts [13, 14].

Extensive research has been conducted on eye blink de-
tection using RGB imagery, owing to its versatile and effi-
cient applicability in diverse scenarios. Various computa-
tional models have been proposed, including Convolutional
Neural Network (CNN) based binary classifiers [15,16] and
parallel network architectures that utilize images from both
eyes as input data [17]. Additionally, some studies have in-
corporated time-series models like Long Short-Term Mem-
ory (LSTM) networks [18, 19] to capture the overall eyelid
motion dynamics.

Nonetheless, a notable limitation of existing eye blink
detection methodologies is their optimization primarily for
scenarios where the subject is directly facing the camera.
Prominent datasets employed in the field, such as mEBAL
[15], Eyeblink8 [20], and ZJU [21], predominantly feature
frontal face images. This creates an inherent constraint in
generalizing these models to real-world situations where
subjects may engage in natural movements and actions that
deviate from a frontal orientation. While some research en-
deavors have sought to mitigate this limitation by incorpo-
rating various facial orientations and multi-camera setups
[22, 23], these efforts still represent a minority in the ex-
tant literature. Moreover, the absence of label data concern-
ing camera angles or environmental conditions poses fur-
ther constraints on directly analyzing performance in spe-
cific scenarios. The present study aims to address these
gaps by focusing on robust eye blink detection that accom-
modates a range of camera angles.

In this study, we introduce the Dual Embedding Video
Vision Transformer (DE-ViViT) that estimates the proba-
bility of an eye blink occurring within a given eye-region
frame sequence. Especially, DE-ViViT is designed to offer
a robust framework for eye blink detection by concurrent
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utilization of two distinct embedding techniques—Tubelet
Embedding and Residual Embedding. Given the minuscule
observation area and rapid motion dynamics associated with
eye blinks, Residual Embedding is implemented to capture
subtle changes between adjacent frames effectively. This
approach is especially potent in scenarios devoid of macro-
scopic body or facial movements. However, considering
real-world variability, Tubelet Embedding is also employed,
which directly takes the original video sequence as input.

We trained DE-ViViT using the HUST-LEBW Training
set, an in-the-wild dataset in the field of eye blink detec-
tion. We evaluated the model’s performance on two dis-
tinct datasets to assess its generalizability and robustness.
The first test dataset was the HUST-LEBW Testset, which
comprises eye blink instances collected from movie clips,
encapsulating a variety of conditions. The second dataset
is the multi-angle eye blink dataset (MAEB), a custom-
compiled dataset specifically designed for this research.
While MAEB consists of data collected under controlled
laboratory conditions, it distinguishes itself by featuring
simultaneous captures from nine different camera angles,
thereby enabling the analysis of angle-specific performance
variations. For a comprehensive performance assessment,
we developed comparison models based on prior research
and evaluated our approach in conjunction with results re-
ported in existing literature.

The evaluation results indicate that our proposed method
consistently achieved high performance across both test
datasets. A detailed analysis of eye blink detection results
on the MAEB dataset further revealed that our approach ex-
hibited minimal performance variance across different cam-
era angles compared to other methods. This research makes
two significant contributions to the field:

• We introduce Dual Embedding ViViT, designed
specifically for robust eye blink detection, which has
proven effective across diverse testing conditions.

• We provide MAEB dataset, a valuable resource for as-
sessing and researching the robustness of eye blink de-
tection under varying camera angles.

2. Related Work
Eye blinking serves as a multifaceted indicator of vari-

ous physiological and psychological states, contributing to
multiple domains of human activity and healthcare. First,
the rate of blinking has been employed as a reliable met-
ric for evaluating cognitive states [24–26], as well as lev-
els of fatigue and mental stress [1, 2, 20, 27]. The dura-
tion of blinks has additionally been shown to be indica-
tive of concentration levels, particularly in drivers [28, 29]
and students [3]. Second, eye blinks have been integrated
into health monitoring schemes, ranging from smartphone-

based visual acuity tests [30] to wearable devices that di-
agnose specific eye conditions [31]. Further, image-based
blink detection methods have been developed to contribute
to overall eye health [5, 32, 33]. Third, the communicative
potential of eye blinking has been harnessed for interactions
with individuals who are immobilized due to emergency sit-
uations [34, 35] or patients facing restrictions in movement
and speech [36–38].

The detection of eye blinks has been addressed through
a variety of methodologies, each with its own merits and
limitations. While biometric signals [3, 5] and infrared (IR)
data have been utilized for eye blink detection [12,39], there
is a growing interest in image-based approaches owing to
their more straightforward applicability across diverse set-
tings. Among the more conventional techniques for image-
based eye blink detection is the eye aspect ratio (EAR),
which quantifies the ratio between the vertical and hori-
zontal distances of an eyelid as identified through eye land-
mark extraction [40, 41]. Subsequent analysis may involve
either filtering the EAR value and comparing it against a
pre-defined threshold [42, 43], or feeding the data into a
Long Short-Term Memory (LSTM) network for blink de-
tection [41]. Another notable approach leverages motion
vectors to identify blinks [20, 44]. In this method, two im-
ages are processed to generate a motion field, representing
the movement of the eyelid. The cosine similarity between
motion vectors in disparate images is then computed to clas-
sify the eye’s open or closed state. Nevertheless, it must
be acknowledged that many image-based blink detection
techniques have been primarily designed for controlled in-
door settings, often assuming uniform lighting conditions
and fixed viewing angles [45,46]. Moreover, the efficacy of
these approaches is frequently contingent upon the adapt-
ability of their predefined thresholds [45].

To surmount the inherent limitations of traditional
image-based techniques for eye blink detection, recent re-
search has increasingly employed deep learning architec-
tures. Convolutional Neural Networks (CNNs) have been
particularly instrumental, often utilized in binary classifiers
that operate on single-image inputs. These deep learning-
based models have been tailored for an array of applica-
tions including student attention level assessment [15], neu-
rological disorder diagnosis [47], and fatigue detection [16].
Notably, studies leveraging deep residual networks have ex-
hibited enhanced performance when compared to their tra-
ditional CNN counterparts [48].

A subset of the research community has proposed
methodologies that necessitate the inclusion of images of
both eyes. Approaches such as dual-parallel CNN archi-
tectures [17, 49] and binary mask applications on both eye
images [50] fall within this category. However, such tech-
niques are susceptible to misclassification, particularly un-
der conditions like low camera frame rates [51].
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Figure 1. Workflow of Dual Embedding Video Vision Transformer.

Sequential models have also been introduced, exploit-
ing image sequences constructed from multiple consecu-
tive frames. These range from Long Short-Term Memory
(LSTM) networks [45] to two-dimensional spectrograms
[52] and Long-Term Recurrent CNNs (LRCNs) [18, 19].
While generally more accurate in blink detection compared
to single-frame methods, they often fail to identify the exact
timepoint of the blink event.

A majority of the existing approaches are grounded in
the use of frontal-view images of the eye region. However,
some pioneering works have begun to diversify this focus.
For instance, studies by Bekhouche et al. [22] and Yang et
al. [23] have delved into the impact of camera angles on
blink detection accuracy. Others have ventured into test-
ing these models in more robust and uncontrolled environ-
ments [22, 45, 46]. In the present study, we aim to extend
this line of inquiry by focusing on robust eye blink detec-
tion that is applicable in both controlled and uncontrolled
settings. Moreover, we introduce MAEB dataset, which
distinguishes itself from existing datasets by incorporating
diverse camera angles, thereby enabling the representation
of the same scene from multiple viewpoints.

3. Proposed Method
3.1. Overview

Our method is based on the detection of blinks based
on the spontaneous course of eye movements. One of the
reasons is that blinking is a continuous behavior reflecting
the eyelid’s activity, rather than a simple binary response.
To capture the robustness of blink information, it is impor-
tant to detect blinking at a sequential level [52]. In this
study, we developed a Dual Embedding Video Vision Trans-
former (DE-ViViT) for eye blink classification, leveraging
the strong performance of ViT on computer vision tasks. As
shown in Figure 1, our approach starts with video frames.

When facial features are detected in the frame, both eye re-
gions are cropped according to their coordinates. All 10
frames are passed to the dual embedding module, which
includes tubelet embedding and residual embedding. Af-
ter the input sequence is converted into embedding vec-
tors, they can be processed by the transformer architec-
ture. Finally, the multilayer perceptron (MLP) head predicts
whether a blink will occur based on the encoder’s output.

3.2. Eye Region Extraction

The first task for eye region extraction is face detection.
We chose YOLOv8 [53] for object detection and image seg-
mentation. After the face is detected in the input image, the
bounding boxes and five coordinates for the eyes, nose, and
mouth are returned. The locations of both eyes were used
to crop the left and right eye regions, respectively. Finally,
the eye patches are resized to 24 × 24 pixels and stored ac-
cording to the timestamp.

3.3. Eye Blink Detection

We introduce DE-ViViT as a robust framework tailored
to detect eye blinks in a broader spectrum of scenarios, ex-
tending beyond constrained conditions and frontal camera
views. The architecture is fundamentally an augmentation
of the Vision Transformer (ViT) [54], with a focus on cap-
turing pairwise interactions between tokens derived from a
single frame sequence. DE-ViViT is comprised of three
main components: a dual embedding layer, a transformer
encoder, and a classification head.

3.3.1 Dual Embedding

In the dual embedding phase, a video clip consisting of a 10-
frame eye region is processed. Traditional embedding tech-
niques are less effective for eye blink sequences due to the
continuous and dynamic nature of eyelid movements. To
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address this, we implement a dual embedding approach that
accommodates global context information and consists of
two sub-embeddings: tubelet embedding and residual em-
bedding.

Tubelet Embedding is the component which aims to cap-
ture macro changes in the frames via spatio-temporal 3D
convolution operations. Unlike conventional ViT, our im-
plementation incorporates overlapping stride operations, al-
lowing the convolutional kernel to slide across neighboring
pixels to extract significant features. The tubelet embedding
network consists of three convolutional layers activated by
rectified linear units (ReLU), with the exception of the final
layer. These layers use 32/64/128 filters of 3 × 3 × 3 di-
mensions and are interspersed with max-pooling layers that
do not operate along the time axis, preserving temporal nu-
ances. Through this, each convolutional layer facilitates in-
teractions over time and spatial dependencies across frames,
achieving efficient computation.

We introduce a novel concept of residual embedding, de-
signed to capture micro-variations within the sequence. We
observed substantial changes in eyelid positions at the start,
middle, and end frames—deemed key frames—that corre-
spond to pivotal moments in the blinking activity. Resid-
ual embedding is generated through a pixel-by-pixel sub-
traction between the original input sequence and each key
frame, thus capturing residual information about the eye’s
behavior during a blink. The dual embedding phase cul-
minates in two embedding vectors of size 128 × 40, which
are concatenated and supplemented with positional embed-
dings before proceeding to the transformer encoder.

3.3.2 Transformer

The transformer encoder houses a Multi-Headed Self-
Attention (MSA) mechanism [55] and an MLP block. Layer
normalization [56] is applied preceding each block, and
skip connections are incorporated post-block. We employ
a two-headed self-attention architecture to allow the model
to encapsulate information from diverse perspectives. Each
attention head calculates the query, key, and value vectors
from the embeddings to compute the attention score. The
MLP block contains a single layer activated by Gaussian
Error Linear Units (GELU) [57]. Finally, layer normaliza-
tion and global average pooling are conducted to predict the
class probability.

4. Experimental Details

4.1. Datasets

In this study, we utilized one benchmark dataset and one
custom-collected dataset to train and evaluate our proposed
model. The benchmark dataset, HUST-LEBW, was col-
lected under in-the-wild conditions. Our custom-collected

Class
Dataset

HUST-LEBW
Training set Test set MAEB

Blink 740 392 720
Non-Blink 983 497 720

Total 1,723 889 1,440
Table 1. Number of Samples in Each Dataset.

dataset was specifically designed to investigate the blink de-
tection performance of our model under varying camera an-
gles; this was achieved through controlled experiments con-
ducted in-house. Table 1 provides the number of samples in
each dataset used in this research.

4.1.1 HUST-LEBW

In the present study, the HUST-LEBW dataset serves as the
primary resource for both training and evaluation of our pro-
posed model. HUST-LEBW is a comprehensive dataset that
compiles eye blink samples from 20 different commercial
movies, encompassing a broad array of attributes such as
the name of the movie, filming location, style, and premiere
time. The dataset is comprised of 673 video samples, each
extracted from unique movie scenes. Each video sample in
HUST-LEBW is either made up of a sequence of 10 or 13
images. Given that our proposed model utilizes sequences
of 10 frames, we adapted the dataset to fit this requirement.
Specifically, for sequences composed of 13 images, we ex-
cluded the last three frames, thus standardizing the input
to 10-frame sequences for all samples. This methodolog-
ical decision not only ensures compatibility with our pro-
posed model but also facilitates a more robust evaluation,
accounting for various factors like changes in lighting, cam-
era angles, and subject movement present in the diverse set
of movie scenes within the HUST-LEBW dataset.

4.1.2 MAEB

In addition to the HUST-LEBW, this study also utilized an-
other dataset for performance evaluation, MAEB, specifi-
cally assembled to analyze the robustness of our proposed
model concerning varying camera angles.

To compile the MAEB dataset, we recruited 20 par-
ticipants (6 females and 14 males), maintaining an even
spectacle-wearing distribution. The average age of the par-
ticipants was about 26 years. Each participant underwent
three experimental sessions where they were asked to watch
a 5-minute documentary video clip. A three-minute rest in-
terval was provided between the sessions.

As illustrated in Figure 2, nine cameras simultaneously
captured the facial expressions of the participants from dif-
ferent angles during the video viewing task. Camera 5 was
positioned at a distance of approximately 80 cm directly in

6377



Figure 2. Experimental Setup for Data Collection.

Figure 3. Image Samples in MAEB.

front of the participant. The captured videos were stored at
a resolution of 640 x 480 pixels with a frame rate of 30 fps,
resulting in a total of 540 video files (20 participants x 3
sessions x 9 cameras).

Initially, blink moments were automatically identified
using Tobii Eye Tracker equipment. An eye-tracker signal
interruption signified a blink event. For each sequence con-
taining a blink, four frames preceding and five frames fol-
lowing the frame in which the blink was detected by the eye-
tracker were extracted, forming a 10-frame sequence. For
sequences without blinks, the remaining frames between
each blink sequence were utilized to compile 10 consecutive
frames. The extracted sequences underwent manual verifi-
cation by three researchers to form the finalized dataset. We
ensured an equal number of blink and non-blink sequences,
using a total of 1,440 sequences to evaluate the model’s per-
formance. Figure 3 shows the sample images for each cam-
era in the MAEB dataset.

4.2. Baselines

To comprehensively assess the performance of our pro-
posed method, we conducted a comparative evaluation
against existing deep learning models designed for image
sequence inputs as follows:

• 3D CNN: As the most straightforward baseline, we
employed a 3D Convolutional Neural Network (CNN).
This model was adapted from a binary 2D CNN clas-
sifier inspired by VGG16 [15], but modified to accom-

modate 10-frame image sequences instead of individ-
ual images.

• CNN-LSTM: The second baseline model integrated
Convolutional Neural Networks (CNNs) with Long
Short-Term Memory (LSTM) units. In contrast to pre-
vious studies that evaluated the CNN-LSTM architec-
ture under static conditions [18, 19], our implementa-
tion followed the approach advocated by Daza et al.,
with considerations for the number of layers and the
output shape. Also, considering the impact of learning
rate on CNN-LSTM specifically, an additional CNN-
LSTM model with its learning rate set to 0.001 was
trained as well. We will refer to the CNN-LSTM
model with the learning rate of 0.0001 as CNN-LSTM
and the CNN-LSTM model with the learning rate of
0.001 as CNN-LSTM2.

• Pyramidal Bottleneck Block Network (PBBN): Our
final baseline was the PBBN, a specialized architec-
ture utilizing pyramid bottleneck (PB) blocks. This
model offers several configurations of PB blocks and
branches. For the purposes of our study, we chose
three configurations as baseline algorithms: one with
2 PB blocks and 2 branches (P2B2), another with 2 PB
blocks and 3 branches (P2B3), and the last with 3 PB
blocks and 3 branches (P3B3) [22].

Also, because our proposed model is fundamentally
based on the Video Vision Transformer (ViViT) architec-
ture. We evaluated its efficacy through an ablation study
with the following variants:

• ORG-ViViT [58]: This variant employed the original
ViViT model architecture, with the only modification
being an adjusted image size to match the specifica-
tions of our dataset.

• T-ViViT: This version incorporated tublet embeddings
into the original ViViT framework in line with our pro-
posed method. However, residual embedding was not
implemented in this variant.

Through this rigorous comparative evaluation, we aim
to establish the advantages and robustness of our proposed
model relative to existing methods and its own variations.

4.3. Training and Evaluation

In order to ensure a fair and consistent evaluation,
all models were trained using the HUST-LEBW training
dataset with random horizontal flip as data augmentation.
The hyperparameters for each model were kept identical
across all experimental conditions as follows: Image shape
is 24×24×1, frame number per sequence is 10, batch size
is 32, learning rate is 0.0001, epoch is 100. The exception
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Dataset Metric 3DCNN CNNLSTM CNNLSTM2 P2B2 P2B3 P3B3 ORG-ViViT T-ViViT DE-ViViT

HUST-LEBW
(Testset)

Precision .809 .691 .856 .796 .814 .775 .689 .861 .851
Recall .828 .760 .849 .839 .838 .810 .776 .817 .858

F1-score .818 .724 .852 .815 .825 .789 .730 .837 .853

MAEB
Precision .949 .603 .803 .928 .939 .871 .739 .941 .981
Recall .829 .654 .705 .756 .797 .731 .663 .712 .821

F1-score .885 .627 .749 .828 .862 .793 .698 .811 .894

Table 2. Performance on HUST-LEBW (Testset) and MAEB.

Method Eye Recall Precision F1 score

Soukupova
and Cech [59]

Left .361 .647 .463
Right .302 .576 .396

Hu et al. [45]
Left .541 .892 .674

Right .444 .767 .563

Blink
detection+ [43]

Both .590 .801 .679

InstBlink [46] Both .976 .566 .717

Table 3. Benchmark Scores on HUST-LEBW (Testset).

for the learning rate is the additional CNN-LSTM model
(CNN-LSTM2) we trained with a learning rate of 0.001.
The choice of the final model was determined based on
the validation accuracy during the training process. Train-
ing was conducted on a computational setup featuring an
Nvidia TITAN RTX GPU, complemented by an Intel i9-
9900X CPU and 125GB of RAM. The best-performing
model was saved for subsequent testing and evaluation, en-
suring that our comparisons are both consistent and robust.

For performance evaluation, we primarily utilized the
test dataset from HUST-LEBW. Metrics such as Precision,
Recall, and F1 score were employed, with the blink event
serving as the target class. These evaluation metrics are
commonly used in existing eye blink detection studies, as
corroborated by several prior works [15, 19, 22, 40, 45, 46].
Like some previous studies that reported performance sep-
arately for the left and right eyes when using the HUST-
LEBW dataset, we have grouped the detection results into
three categories: both, left eye, and right eye, to facilitate
comprehensive comparison.

Furthermore, we extended our evaluation to include our
in-house collected MAEB dataset. The MAEB dataset al-
lows us to analyze the performance variation according to
different camera angles. For each model, performance met-
rics were separately aggregated for all nine shooting angles.
While it was evident that the highest performance would
likely be achieved with the frontal shots from camera 5, the
study aimed to analyze how much the performance would
degrade at different angles. This multi-angle evaluation pro-

vides a robust measure of our model’s adaptability and ef-
fectiveness across various recording conditions.

5. Results
5.1. Overall Accuracy

Table 2 presents the evaluation results on both the HUST-
LEBW and MAEB datasets. For the HUST-LEBW dataset,
our proposed method and the CNN-LSTM2 model exhib-
ited the highest performance metrics. While a direct com-
parison may be challenging due to differences in the eye re-
gion extraction procedures (our study employs YOLOv8),
both methods outperformed benchmark scores reported in
prior works, as shown in Figure 3.

For the MAEB dataset, the proposed method led the per-
formance charts, closely followed by the 3DCNN model.
Intriguingly, the CNN-LSTM2 model, which excelled on
the HUST-LEBW dataset, showed a relative performance
drop on the MAEB dataset. This could indicate that
the CNN-LSTM2 model may be overfitting to the HUST-
LEBW dataset and is less robust to variations in camera an-
gles.

In summary, our proposed method not only achieved im-
pressive results on the well-known benchmark dataset for
eye blink detection in wild scenarios, HUST-LEBW, but
also maintained consistent performance across a newly ac-
quired dataset featuring diverse camera angles. This under-
scores the generalizability and robustness of the proposed
model in addressing eye blink detection problems across a
variety of recording conditions.

5.2. Performance Variation Across Camera Angles

The unique design of the MAEB dataset, encompassing
eye blink images captured from nine distinct camera angles,
offers an unprecedented opportunity for an in-depth anal-
ysis of blink detection performance on a per-angle basis.
Figure 4 delineates the angle-specific performance of the
various models, including our proposed DE-ViViT and the
3DCNN model, both of which exhibited exceptional over-
all results. Notably, DE-ViViT showed a more consistent
performance across the range of camera angles compared
to other models.
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Figure 4. Camera-Specific Performance Variation on MAEB Dataset.

Despite the relatively uniform performance displayed by
the proposed DE-ViViT model, a One-way Repeated Mea-
sures ANOVA test revealed statistically significant differ-
ences in detection outcomes across various camera angles
(F (8, 152) = 9.681, p < .001, eta2 = 0.289). The Post-
hoc test results, demonstrated in Figure 5, further substan-
tiate these variations through Tukey’s HSD test. Detection
performance was found to be significantly reduced when
images were captured from cameras positioned at the 1st
(top-left), 7th (bottom-left), and 9th (bottom-right) angles,
in comparison to those from the frontal 5th camera.

These performance disparities align well with the
broader trend observed across all models: the detection ca-
pabilities deteriorate when the camera is situated at corner
angles, especially at the lower corners (namely, cameras 1,
3, 7, and 9). This reduction in performance is hypothesized
to arise due to the decreasing visibility of the eye region as
the camera angle deviates from the frontal view. Captur-
ing the nuanced movements of the eyelids becomes increas-
ingly challenging, particularly when the viewpoint is below
the eye level.

Figure 5. Results of the Post-hoc Test on DE-ViViT’s F1 Scores
Across Cameras.

In summary, while our proposed DE-ViViT model ex-
hibits robust and consistent performance across a wide ar-
ray of camera angles, the study identifies specific angles that
constitute vulnerable points in blink detection. These vul-
nerabilities signify areas for future research and potential
improvements in model design.
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(a) Sample 1 (b) Sample 2 (c) Sample 3 (d) Sample 4

Figure 6. Visualization of Average Attention Scores.

6. Discussion
The results show that Based on our findings, the pro-

posed model demonstrates robust performance in Eye Blink
Detection. However, it is imperative to acknowledge that
there are areas requiring further refinement and avenues for
future research.

First, although DE-ViViT reduced the performance gap
across various camera angles, a statistically significant drop
in performance was still observed, particularly when the
camera was placed at the corners. By leveraging the MAEB
dataset, future research could focus on enhancing the ro-
bustness of eye blink detection algorithms to camera angle
variations, thereby mitigating this drawback.

Second, the current study employs a two-stage pipeline:
eye region detection followed by eyeblink identification.
While such a pipeline is common in eyeblink detection
research, its utility in real-time applications may be con-
strained due to the inherently fast nature of eyeblinks, which
typically last between 0.1 to 0.4 seconds [60]. In our exper-
iments, DE-ViViT took an average of 15.31 ms to process a
sequence of 10 frames, suggesting its potential for real-time
deployment. However, this time measure does not include
the entire pipeline—from camera input to eye region detec-
tion to eyeblink detection—and thus, a more comprehensive
real-time evaluation is needed.

Third, one promising avenue for future research is the
utilization of attention scores for precise blink timing. Our
model employs self-attention mechanisms. When the em-
bedding vector is fed into the encoder, the query, key, and
value for each head are calculated as follows:

[q, k, v] = zUqkv, Uqkv ∈ RD×3Dh , (1)

where z is the embedding vector, Uqkv is weight matrix
of query/key/value, and Dh represents the feature dimen-
sion per head. These are projections of the input onto the
three other spaces. The attention score (A) of each frame is
computed by Softmax probability distribution as follows:

A = softmax(
qkT√
Dh

), A ∈ RN×N

SA(z) = Av, (2)

We observed a correlation between such attention scores
from various heads and the moments of eye blinking. Fig-
ure 6 showcases this relationship. Exploiting these attention
scores could lead to more nuanced applications in eyeblink
detection.

Lastly, exploring how eyeblink detection from vari-
ous camera views can be applied in real-world scenarios
presents an exciting research opportunity. Situations requir-
ing user assistance [61] or driver drowsiness detection [62]
on mobile devices are sensitive to the direction of the user’s
face. In deception detection, the discreet placement of cam-
eras for data acquisition is often crucial [63]. In these con-
texts, the MAEB dataset, with its multi-angle eyeblink data,
could prove invaluable.

7. Conclusion

We introduce a dual-embedding video vision transformer
for robust eye blink detection across diverse environments.
We further enrich the evaluation landscape with our MAEB
dataset, capturing eye blinks from multiple camera angles.
Empirical comparisons with other baseline methods affirm
the robustness of our model. Our work also highlights areas
for improvement, such as detection vulnerabilities at certain
camera angles. Exploring the impact of other areas of ro-
bustness such as facial movement and facial expression may
also provide a more comprehensive analysis. Finally, we
suggest future research directions, including leveraging at-
tention scores for more precise blink timing detection. Our
contributions aim to advance both the academic and practi-
cal applications of eye blink detection technology.
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