This WACYV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

Learning to Adapt CLIP for Few-Shot Monocular Depth Estimation

Xueting Hu! ~ Ce Zhang!

Yi Zhang!

Bowen Hai! Ke Yu! Zhihai He'?*

'Department of Electronic and Electrical Engineering, Southern University of Science and Technology, Shenzhen, China

ZPengcheng Laboratory, Shenzhen, China

{huxt2022, zhangc2019, zhangyi2021, haibw2022, yuk2020}@mail.sustech.edu.cn, hezh@sustech.edu.cn

Abstract

Pre-trained Vision-Language Models (VLMs), such as
CLIP, have shown enhanced performance across a range
of tasks that involve the integration of visual and linguistic
modalities. When CLIP is used for depth estimation tasks,
the patches, divided from the input images, can be combined
with a series of semantic descriptions of the depth informa-
tion to obtain similarity results. The coarse estimation of
depth is then achieved by weighting and summing the depth
values, called depth bins, corresponding to the predefined
semantic descriptions. The zero-shot approach circumvents
the computational and time-intensive nature of traditional
fully-supervised depth estimation methods. However, this
method, utilizing fixed depth bins, may not effectively gen-
eralize as images from different scenes may exhibit distinct
depth distributions. To address this challenge, we propose
a few-shot-based method which learns to adapt the VLMs
for monocular depth estimation to balance training costs
and generalization capabilities. Specifically, it assigns dif-
ferent depth bins for different scenes, which can be selected
by the model during inference. Additionally, we incorporate
learnable prompts to preprocess the input text to convert the
easily human-understood text into easily model-understood
vectors and further enhance the performance. With only
one image per scene for training, our extensive experi-
ment results on the NYU V2 and KITTI dataset demonstrate
that our method outperforms the previous state-of-the-art
method by up to 10.6% in terms of MARE'.

1. Introduction

Recently, attention has been drawn toward large-scale
pre-trained Vision-Language Models (VLMs). VLMs are
pre-trained on massive amounts of pairs of texts and images
available on the Internet, allowing them to gain a deeper
understanding of the connection between language and vi-
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Figure 1. Illustration of our motivation and major idea. (a)
Depth estimation and distributions of two example images from
bathroom and bedroom scenes. (b) Fixed prompt and depth
bin in DepthCLIP [48]. (c) Proposed learnable prompt and depth
codebook in our approach.

sion and learn more comprehensive visual representations
[16,31]. Given these capabilities, VLMs can play a crucial
role in processing multi-modal tasks. Notably, the Con-
trastive Language-Image Pre-Training (CLIP) [31] model
stands out for its remarkable image and text matching capa-
bility. During pre-training, CLIP encodes the input image
and text using separate image and text encoders to obtain
corresponding feature representations. By measuring the
cosine similarity between the image feature and text feature,
CLIP identifies the image-text pair with the highest similar-
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ity as the positive sample and the rest as negative samples.
With a contrastive learning loss function, the CLIP model
is trained on a dataset consisted of 400 million image-text
pairs. Empirical evidence has demonstrated that such pre-
trained models are highly effective in tasks such as few-shot
image classification [49, 50, 53], transfer learning [39, 40],
and image captioning [22,43].

Monocular depth estimation, a key downstream task
in computer vision, holds significant applications in au-
tonomous driving, virtual reality and robotics. Traditional
machine learning algorithms such as support vector ma-
chines (SVM) and random forests are commonly employed
in this context [9, 33]. In contrast, deep learning-based
depth estimation methods leverage deep neural networks to
acquire intricate feature representations and perform depth
prediction tasks. These methodologies typically exploit
deep learning models like convolutional neural networks
and autoencoders [10, 41]. Both machine learning-based
and deep learning-based methods entail substantial data re-
quirements for successful training, and are computationally
expensive and time-consuming [30].

Recently, a novel approach called DepthCLIP [48] pro-
poses to perform zero-shot monocular depth estimation us-
ing the large-scale CLIP model. In this approach, the
patches of the input image respond to a specific seman-
tic distance token, which determine the contribution of this
patch to various depth descriptions. The depth descriptions,
which are predefined by setting corresponding depth val-
ues manually, are then weighted and summed with the rele-
vant depth values to yield the final depth estimation results.
However, we recognize that images from different scenes
have various depth distributions. As shown in Figure 1 (a),
the two images from different scenes have totally different
depth distributions. Therefore, pre-setting specific parame-
ters, such as the depth values corresponding to the classes
describing the depth, may lead to model performance that
is strong in certain scenarios but suboptimal in others.

We observe that the key to achieving optimal perfor-
mance for monocular depth estimation models lies in their
ability to generalize effectively. To overcome the generaliz-
ability issues outlined previously, in this work, we design a
few-shot learning approach. We endeavor to achieve a har-
monious balance between the traditional approach, which
can be time-consuming and labor-intensive, and the zero-
shot method, which may result in limited generalization ca-
pabilities.

Specifically, we propose a novel approach to adapt
the CLIP model for few-shot monocular depth estimation.
Given its nature as a model architecture that integrates vi-
sual and textual elements, it is inherently advantageous to
extract comprehensive and enhanced features from both vi-
sual and textual domains. (1) From the visual perspective,
an image can be examined globally or analyzed locally. A

global view of a scene image allows for the extraction of
its scene features. These scene features serve as evaluative
criteria when determining the optimal depth bin selection.
Here, unlike previous methods which relied on artificially-
set depth values corresponding to pre-defined depth descrip-
tions, we design a depth codebook, which enables the model
to identify the most appropriate depth value in accordance
with the current scene feature of the image during inference.
A local perspective of the image entails dividing it into
patches, and for each patch, the image feature is extracted.
All these extracted features play a crucial role in the subse-
quent stages of the process. (2) From the textual perspec-
tive, we leverage a simple network to preprocess the input
text by converting its content from easily human-understood
text into easily model-understood vectors, enhancing the
model’s suitability for monocular depth estimation. A com-
parison of our approach and previous state-of-the-art Depth-
CLIP [48] is shown in Figure 1 (b) and (c). Note that our ap-
proach is conducted with the few-shot setting. Specifically,
we opt to utilize one image from each category for the pur-
poses of training, during which several model parameters
are adjusted and fine-tuned to yield optimal performance.
With only one image per scene for training, our extensive
experiment results on the NYU V2 dataset [38] demonstrate
that our method outperforms the previous state-of-the-art
method by up to 10.6% in terms of MARE.

The major contributions of our paper are summarized as
follows:

1. We explore the monocular depth estimation task us-
ing vision-language models in a new few-shot setting,
which aims to improve the depth estimation perfor-
mance of pre-trained large-scale models by leveraging
a small set of annotated samples.

2. We recognize that images from different scenes have
various depth distributions. To address this issue, we
design learnable prompts and learnable depth code-
books to adapt the CLIP model for different scenes ef-
fectively.

3. We evaluate our proposed method on NYU V2 dataset
[38]. With only one image per scene for training,
our method outperforms the previous state-of-the-art
method by up to 10.6% in terms of MARE, and can
even be compared to fully-supervised methods.

2. Related Work

In this section, we review related works on vision-
language models, prompt tuning methods for VLMs, and
monocular depth estimation.

(1) Vision-language models. Large-scale pre-trained
vision-language models (VLMs) have been developed to
learn general visual representation under the supervision of
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natural languages [7, 13,20, 31, 34]. These models utilize
extensive datasets to acquire representations that encom-
pass the semantic comprehension of images and their ac-
companying textual descriptions. For instance, CLIP [31]
is derived through the application of contrastive learning
on a dataset of 400 million curated image-text pairs, while
ALIGN [16] utilizes 1.8 billion noisy image-text pairs. Sev-
eral other studies have been conducted along the direction
of VLMs, like CoCa [45], Flamingo [ 1], and IDEA [14].
In recent years, large-scale pre-trained VLMs have been
applied to and shown great performances on various cross-
modal alignment, zero-shot and few-shot image recognition

tasks [11,31,47,51], and other visual tasks including im-
age retrieval [8, 26], visual grounding [22, 44], and visual
question answering [8, 19, 54].

(2) Prompt tuning methods for VLMs. The concept of
“prompt tuning” involves adapting pre-trained basic mod-
els for downstream tasks, especially in scenarios with lim-
ited or no prior training data. Initially introduced in the
context of text input in language models, prompting aimed
to enhance their output by providing specific instructions
or examples as part of the input [2, 32]. In subsequent
research [36, 37], the approach involved transforming the
downstream task into a “cloze” task using predefined pat-
terns or templates, eliminating the need for task-specific
classifiers. However, discovering the most effective patterns
can be time-consuming, prompting recent studies to explore
soft prompts learned in a continuous manner [2 1, 24].

Prompt tuning techniques for fine-tuning VLMs have
focused on devising intricate prompts and incorporating
adaptable context to extract task-relevant information from
the encoded knowledge [52, 53]. In recent advancements,
several notable prompt tuning methods have demonstrated
significant improvements [5, 17, 27, 42]. CoOp [53], a
pioneering work in this field, optimizes prompt context
by employing a series of learnable vectors, either in a
unified or class-specific manner. Building upon CoOp,
CoCoOp [52] enhances the method by learning to generate
vectors conditioned on individual image, effectively solving
the problem of generalization to unseen classes.

(3) Monocular depth estimation. Monocular depth es-
timation is a crucial task in computer vision and finds nu-
merous applications in autonomous driving, virtual reality,
and robotics. Recent advancements in monocular depth es-
timation can be categorized into two main approaches: su-
pervised and unsupervised methods.

Supervised methods leverage ground truth depth maps
during the training process to grasp semantic priors and
extract semantic relationships [3, 15, 18]. Recently, Li et
al. [25] introduced Depthformer, which incorporates ad-
ditional modules to enhance Transformer features through
element-wise interaction. It models the affinity between
Transformer and CNN features in a set-to-set translation

manner, further improving depth estimation performance.
However, it would be costly and labor-intensive to gather
fully-annotated data, which ultimately hinders the scalabil-
ity of this approach.

Unsupervised methods, in contrast, typically try to pre-
train the models to teach them to discover the semantic parts
and objects within an image instead, and do not require
additional annotated samples. Examples of unsupervised
methods for monocular depth estimation include vid2depth
[28]. This approach considers the 3D geometric structure
of the scene and enforces consistency in estimated 3D point
clouds and ego-motion on consecutive frames. Another
work along this direction is from Zhang et al. [46], who
also proposed a new unsupervised hybrid geometric-refined
loss to explicitly explore the precise geometric relationship
between the input color image and the predicted depth map.

A recent notable approach called DepthCLIP [48] has
gained significant attention. It leverages the text-image cor-
relation capabilities of CLIP [31] to enable zero-shot depth
prediction. In this work, we follow DepthCLIP [48] to fur-
ther explore the potential of CLIP in depth estimation tasks.

3. Method

In this section, we present our proposed method of learn-
ing to adapt CLIP for few-shot monocular depth estimation
in detail.

3.1. Contrastive Language-Image Pre-Training

The effectiveness of CLIP [3 1] has been demonstrated in
the multi-modal task of image-text matching. By leverag-
ing contrastive learning methods, CLIP trains powerful text
encoder and image encoder using a training dataset of 400
million text-image pairs. Without the need for any training
on new datasets, text and image features can be obtained
separately by text encoder and image encoder, and the fea-
tures are simply interacted with by dot product to obtain the
image-text similarity, then the model can accurately select
the text that best fits the input image from a number of texts
based on the similarity.

To address the downstream task of depth estimation, we
can leverage few-shot methods to extract information from
limited data samples and conduct model fine-tuning. When
constructing the model, we explore two main directions: In
the text perspective, what kind of text is best understood by
the model, how to better extract text features, and how to
make the text features help the image task to the maximum
extent. In the image perspective, how to extract local and
global information of an image and combine them with text
to be applied to the downstream task of depth estimation.

3.2. Method Overview

In Figure 2, we present an overview of our proposed
method for few-shot depth estimation. The training process
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Figure 2. Overview of our proposed method. We incorporate learnable prompts and learnable depth codebooks to adapt the CLIP model
on few-shot samples for better depth estimation. Three different encoders are included in this work. The textual encoder and scene encoder

are directly from the original CLIP [

] model with ResNet-50 backbone. The visual encoder is the CLIP’s ResNet-50 image encoder but

without the final pooling layer. The fire icon means the parameters will be updated during few-shot training.

of our few-shot-based method requires one image from each
scene category as a training sample. Preceding the training
phase, we fetch all scene samples into the scene encoder to
obtain a set of class-specific features. Simultaneously, we
input all depth category descriptors into the text encoder to
acquire a set of textual features.

During the training phase, the input image will be
processed through the visual encoder and scene encoder,
yielding image feature F, through patch stitching and
scene feature F, through encoding the entire image.
Subsequently, the cosine similarity is computed between
the image feature and the set of textual features to estimate
the depth category for each patch. The resulting similarity
scores are then normalized to generate the depth estimation
weight. Likewise, the scene feature and the set of scene
features undergo cosine similarity calculations, enabling
the identification of the most similar scene within the scene
set for the current input image. This identified scene is
then utilized to select the corresponding depth bin from
the depth codebook using the one-hot coding approach.
The depth estimation weight is then suitably weighted and
merged with the depth bin to obtain the final depth values
on a patch-by-patch basis. The depth of all pixels within

each patch is equal to the depth of that patch.
3.3. Learnable Prompt

The prompt text for manually designed inputs in CLIP is
characterized by textual features, while in DepthCLIP [48],
the textual input takes the form of ”This object is [Depth
CLASS].” We artificially classify the continuous variable of
depthinto [Depth CLASS] and map it to discrete values.
Specifically, the [Depth CLASS] includes “giant”, “ex-
tremely close”, “close”, “not in distance”, “a little remote”,
“far”, and “unseen” with corresponding values that can be
mapped onto numerical measurements. For example, “un-
seen” may represent a distance of 5 m.

Although text prompts designed for human comprehen-
sion conform to English semantic and grammatical rules,
they are often not intuitive for the model. Consequently,
in our method, we employed few-shot training techniques
to convert these human-friendly words (“This”, “object”,
“is”) into computationally-friendly vectors, denoted as V =
[V1,Va, ..., V], where n is a hyperparameter, which repre-
sents the number of vectors after converting words into vec-
tors, the number of vectors does not need to match that of
words. v; is a row vector, representing a word token. To
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ensure the model’s sensibility toward various depth classes
in the textual input, we adopt a unified text encoder, which
takes the form of “[Vector] + [Class]”. Suppose we
have K depth classes and those K classes are represented
by K tokens my, - - - , mg. This approach facilitates model
comprehension and processing of textual features in these
prompts.

A% m;
A% mo

T=|. .. 1
\'% mg

All these prompts can be transformed into text features
F7; via a text encoder:

Fr, = &,(T,), )

where text features F;; € R™C, i =1,... | K, ®, repre-
sents the text encoder, it is directly from CLIP model, and
T; is the i-th row of T, C'is the length of the feature.

In the training stage, the prompt vectors can be updated
by the root-mean-square error of the depth estimation result
with the ground truth, given by

h  w
L= 3Ny, 3)

i=1 j=1

where h,w are given by the original size of the input image,
d and dg4 4. denote predicted depth and ground truth depth
value for each pixel, respectively.

3.4. Learnable Depth Codebook

The depth codebook @ is the key to convert this discrete
value of classification results into depth values. Our sample
is composed by taking one image from each class. Accord-
ingly, each scene is given a depth bin in our codebook.

For the scene images S; used for the few-shot, they
are first fed into the scene encoder @, to obtain the class-
specific features

Fij=®s(8)). )

The scene encoder is directly from the CLIP’s ResNet-50
visual backbone. The class-specific features F ; € RIXC,
7 =1,..., N, where N is the number of scenes in the depth-
codebook ©.

When the image I is input in, I went through the scene
encoder to get the input scene features F .

Fs = QS(I)7 (5)

where F, € R1XC,

Consequently, we compute the similarity between the
scene features of the input image and the class-specific fea-
tures, facilitating the identification of the most appropriate

depth bin within the codebook ® through a one-hot encod-
ing technique. The similarity of the input image I to the
scene image s} is calculated by

s FSF:JT

PO ESFEL

The evaluated scene class j* of the image I is expressed as

(6)

S

Jj* = argmax sj. @)
j

Then the selected depth bin is the j*-th row of ©®:
0* - ('3]* (8)

The codebook ® is assigned an initial value and subse-
quently updated throughout the training process by the
RMSE loss given in Equation (3).

3.5. Depth Prediction

Upon completing the tasks related to the image scene
analysis and input text pre-processing, we proceed to pro-
mote the interaction between the input text and the input im-
age. For the input image I, we feed it into the image encoder
without the pooling layer to obtain the image feature F,,:

Fv = ‘I’U(I)> (9)

where F,, € RHXWXC and &, denotes the visual encoder,
HW is the number of image patches and C' is the feature
space dimension. Here, the visual encoder is slightly
different from the scene encoder. It is also from the
ResNet50-CLIP but without the final pooling layer.

Then, we calculate the cosine similarity between Fj,
and F,, to get its similarity score /

v Fi.F,
TR TE T o
The similarity score vector s¥ = [s,--- ,sY] is soft-
maxed to get the depth weight d:
d = Softmax(s’). (11)

Depth weight d € RT*WXK [ » IV is the number
of image patches and K is the number of depth description
class. The dimensionality of such a tensor means that for
each of all H x W patches, its probability distribution across
the K depth categories is provided.

At this juncture, we have optimized and consolidated the
accessible textual data, integrated and leveraged the global
and local image information, and derived the depth weights
and depth boxes. Ultimately, a straightforward weighted
summation suffices to acquire the depth estimation d for
each patch

d=67d". (12)

The depth estimation result obtained here is based on
patches, and the depth of each pixel in each patch is equal
to the value of the depth estimation result of the patch.
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4. Experiments

In this section, we present performance comparisons
with state-of-the-art methods on monocular depth estima-
tion, and ablation studies to demonstrate the effectiveness
of our proposed method.

4.1. Datasets

NYU V2 [38] is a dataset for indoor scene depth esti-
mation. It consists of 1,449 RGB images and correspond-
ing depth maps for indoor scenes. The resolution of each
image is 480 x 640, and the depth range for each pixel is
0-10m. The training set covers 36,253 images from 249
scenes, while the testing set includes 654 images from the
remaining 215 scenes. To remove frames, all samples are
cropped to a resolution of 416 x 512 pixels.

KITTI [12] is a large scale outdoor dataset with a reso-
lution of 375 x 1242 pixels. It consists of RGB and depth
image pairs captured by cameras and depth sensors in an
autonomous driving car. For a fair comparison, we adopt
the split strategy of ASTransformer [4]. The training set is
composed of 23,488 from 32 scenes while the testing set
contains 697 images from the remaining 29 scenes. The
training and testing samples are cropped to a resolution of
352 x 704 pixels.

4.2. Implementation Details

We used PyTorch to build the model framework. Our
method is built upon the pre-trained ResNet-50 CLIP
model. For the learnable prompts, we directly initialize
them randomly. We selected one image per scene category
to participate in the few-shot training. For the NYU V2 [38]
dataset, we set the initial dimension of the depth codebook
as 27 x 7. Specifically, there are 27 scene categories to
choose from, and the depth of each scene is manually clas-
sified into 7 categories: [‘giant’, ‘extremely close’, ‘close’,
‘not in distance’, ‘a little remote’, ‘far’, ‘unseen’], with
the same initial depth values assigned to these descriptive
words: [1.00, 1.50, 2.00, 2.25, 2.50, 2.75, 3.00]. A depth
bin contains a set of depth values, and for each scene class,
we construct a class-dependent depth bin. Our depth code-
book contains 27 class-dependent depth bins, which will be
updated in subsequent training.

In our experiments, the learning rate is set to 0.5 for the
prompt training and 0.01 for the depth codebook training,
a decay factor of 1 x 10~° is used in both cases to prevent
overfitting. After training for 200 epochs, we obtained the
current results. All the experiments are conducted on a sin-
gle NVIDIA RTX 3090 GPU.

4.3. Evaluation Metrics

We evaluated the effectiveness of the method using four
common metrics, which are divided into accuracy metrics

and error metrics. The error metrics include the mean ab-
solute relative error (MARE), mean squared relative error
(MSRE), absolute error in log space (AELS), and root mean
square error (RMSE). These error metrics we used can be
computed by

N .
MARE = ;;('d;dw (13)
N .
MSRE = % Z d (14)
1 Y R
AELS = ; |log(d;) — log(d;)], (15)
RMSE — | - i(di —d;)?. (16)
N =1

Threshold accuracy is a binary classification metric used
in depth estimation tasks. It measures the probability of cor-
rect classification of depth estimation algorithms after bina-
rizing the true depth values. We selected three thresholds of
1.25, 1.252 and 1.253 for threshold accuracy calculation:

N
Op, = Z max(
- a7

where N is the number of samples, d; represents the ground
truth depth, and d; represents the predicted depth.

&‘&o

<5]5_125 1.25%,1.25%,

Q.‘&

4.4. Performance Results

In Table 1, we compare our results with other monocu-
lar depth estimation methods on NYU dataset. The upper
half part is the prediction result of the supervised learn-
ing method, while the lower half part includes the perfor-
mance results of the previous zero-shot depth estimation
approach. The results obtained by our method is presented
in the last row. It is trained based on a few-shot setting
which randomly selects one picture per category. The lower
bound row is obtained by making random predictions for
each pixel within the depth ranging from O to 10 meters.
Our few-shot-based method has notable improvement com-
pared to the original zero-shot DepthCLIP [48], exceed-
ing the lower bound by a wider margin. And the adapted
method has advantages in all metrics over other zero-shot
transferring methods which have been pre-trained on spe-
cific datasets for monocular depth estimation (unsupervised
KITTI video [12]). Moreover, our method could obtain
fairly performance of some fully-supervised methods like
Make3D [35], even surpassing it in some metrics. It has
considerable accuracy under § < 1.25% and MARE devia-
tion, along with notably lower RMSE of 1.049 (compared
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Method | Pre-training Supervision | § <1.251 §<1.25%1 §<1.25°1 | MARE| AELS| RMSE]
Make3D [35] - full 0.447 0.745 0.897 0.349 - 1.214
DORN [10] - full 0.828 0.965 0.992 0.115 0.051 0.509
ASTransformer [4] - full 0.902 0.985 0.997 0.103 0.044 0.374
DepthFormer [25] - full 0.921 0.989 0.998 0.096 0.041 0.339
RPSF [29] - full 0.952 0.989 0.997 0.072 0.029 0.267
LORN [23] | ImageNet-1k [6]  few-shot! |  0.703 0.923 0979 | 1.008 0.222 -
Lower Bound - - 0.140 0.297 0471 1.327 0.323 2.934
vid2depth [28] KITTI video [12] 0-shot 0.268 0.507 0.695 0.572 - 1.637
Zhang et al. [46] KITTI video [12] 0-shot 0.350 0.617 0.799 0.513 0.529 1.457
DepthCLIP [48] CLIP [31] 0-shot 0.394 0.683 0.851 0.388 0.156 1.167
Ours CLIP [31] 1-shot 0.428 0.732 0.898 0.347 0.140 1.049

Table 1. Performance comparisons of our proposed method and previous state-of-the-art methods on the NYU V2 dataset [35].
Lower bound is obtained by randomly making predication for each pixel within depth range 0-10m. We report the results obtained by
previous state-of-the-art on fully-supervised and zero/few-shot settings. "LORN uses 200 images and 2,500 partial images for training.
Note that our method uses only one image per scene for better estimation.

Method | Pre-training  Supervision | <1251 4§<1251 §<1.25°1 | MARE| MSRE| RMSE| AELS|
DORN [10] - full 0.932 0.984 0.994 0.072 0.307 2727 0.120
ASTransformer [4] - full 0.963 0.995 0.999 0.103 - - 0.374
DepthFormer [25] - full 0.975 0.997 0.999 0.052 0.158 2.143 0.079
DepthCLIP [48] CLIP [31] 0-shot 0.281 0.531 0.696 0.473 6.007 12958  0.680
Ours CLIP [31] 1-shot 0.312 0.569 0.739 0.384 4.661 12290  0.632

Table 2. Performance comparisons of our proposed method and previous state-of-the-art methods on the KITTI dataset [12]. The
depth range on this task is 0-80m. We manually fine-tune the depth bin values for DepthCLIP [48] to obtain these results. Note that in our

method, the depth bins are learnable, so we only need to initialize the depth bins randomly. We only use 27 images to train our model.

Our Predictions

Input RGB Images

DepthCLIP Predictions

Figure 3. Qualitative comparisons on the NYU V2 dataset [38].
We present the depth estimation results obtained by DepthCLIP
[48] and our proposed methods on three images to show the effec-
tiveness of our proposed method.

with 1.214 of Make3D [35] and 1.167 of DepthCLIP [48]).
These extensive experimental results demonstrate the effec-
tiveness of our few-shot approach in adapting the vision-
language models for monocular depth estimation.

In Table 2, we compare our results with other monocular
depth estimation methods on KITTI dataset. Following the
same principle of comparison of NYU dataset, our method
still outperforms DepthCLIP by a substantial margin.

4.5. Qualitative Comparisons

In Figure 3, we present qualitative comparisons of our
proposed method and DepthCLIP [48] method on the NYU
V2 dataset [38]. We include three images for performance
comparisons. We can see that, our method leads to bet-
ter depth predictions than DepthCLIP [48] in all three im-
ages, especially within the red rectangular regions. These
results indicate that our approach effectively leverages few-
shot training to adapt vision-language models, resulting in
improved depth predictions.

4.6. Ablation Studies

To systematically evaluate our proposed method, we pro-
vide an empirical analysis of our design choices in this sec-
tion. In Table 3, we present the ablation study results. All
the experiments are conducted on the NYU V2 dataset [38].
Our method has two major new components, namely learn-
able prompt and learnable depth codebook introduced in
Section 3. In the first row of Table 3, we report the results
of the baseline method (DepthCLIP [48]). From the table,
we can see that each algorithm component has a significant
contribution to the overall performance.

Learnable prompt design. In the previous vision-
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Method \ §<1251 §<125%1 §<125%7 \ MARE| RMSE| AELS|
Baseline 0.394 0.683 0.851 0.388 0.156 1.167
Baseline + Learnable Prompt 0.429 0.711 0.878 0.386 0.145 1.076
Baseline + Learnable Prompt + Learnable Depth Bin 0.433 0.715 0.884 0.378 0.143 1.066
Baseline + Learnable Prompt + Learnable Depth Codebook 0.428 0.732 0.898 0.347 0.140 1.049

Table 3. Impact of different algorithm components. We report the performances with different design choices. ‘Learnable Depth Bin’
means to learn a single class-independent depth bin. Our depth codebook is designed to learn a class-dependent depth bin for each scene.

Patch size ‘ §<1.251 §<12521 §<1.25%1 ‘ MARE| RMSE| AELS|

8x8 0.336 0.617 0.806 0.379 0.179 1.300
16 x 16 0.354 0.630 0.817 0.514 0.172 1.229
32 x 32 0.428 0.732 0.898 0.347 0.140 1.049

Table 4. Effects of different patch sizes. In our experiments, we
set the patch size to 32 x 32.

language models, the prompt is consisted of a grammati-
cally correct English sentence, it helps fulfill the text input
which was then passed through a text encoder to obtain the
associated text features. In the context of the depth estima-
tion task, the sentence “This object is [Depth CLASS]”
is utilized [48]. To optimize this, the words in the sen-
tence are transformed into a vector that can be learned, and
this vector is subsequently used to replace the input lan-
guage sentence, forming a concatenated vector. We call
this learnable prompts. The second row shows results with
prompt tuning, it shows that with learnable prompt setting,
our model could be better adapted to the training set. Note
that, the addition of learnable prompts improves the despth
estimation performance considerably.

Learnable depth codebook design. To enhance the
model’s generalization ability, our method introduces a
class-dependent depth codebook. After obtaining the scene
class by one-hot coding, we attach a specific learnable depth
bin to each semantic language token. Then the selected bin
would be combined with depth weights to obtain the final
prediction. In other words, we have mapped the same se-
mantic token to different class-dependent depth bin accord-
ing to scene category. As we can see in Table 3, the third
row shows results with both learnable prompt and one learn-
able class-independent depth bin for all scenes. And the last
row shows the final results, replacing the single depth bin
with a scene-adapted depth codebook. we could notice the
obvious improvement in all metrics except the percentage
of § < 1.25. This shows the superiority of our learnable
depth codebook.

Patch size. The patch size is related to the selected back-
bone, which is ResNet-50 in our experiments. Specifically,
after feature extraction by CLIP’s image encoder, the the
obtained feature dimensions are the original size of the in-
put image divided by 32. This is determined by the internal
structure of ResNet-50 and the fixed parameters of the CLIP
model. So in our experiments, we naturally set the patch
size to 32. To ablate the effects of patch size, we conduct

Method ‘ Supervision  Time  Params. RMSE |
DORN [10] full >30h 51M 0.509
DepthCLIP [48] 0-shot 0 0 1.147
Ours 1-shot 70 min 8K 1.049

Table 5. Trade-of between efficiency and estimation accuracy.
We report the training time and number of parameters to be up-
dated of fully-supervised, zero-shot, and our few-shot methods.
We conduct the experiment on one single RTX 3090 GPU.

experiments with patch sizes 8 and 16 by using the middle
layer features of the encoder as the extracted image features.
The results are shown in Table 4. The results indicate that
the patch size of 32 leads to the best performance.

Trade-of between efficiency and estimation accuracy.
Fully-supervised methods demand a significant amount
of training time to achieve satisfactory accuracy, whereas
zero-shot approaches can obtain a basic level of accu-
racy without any training. Our method aims to strike a
balance between training efficiency and generalization
performance. Table 5 provides a comparative analysis of
training time, parameter count, and RMSE across different
methods, further illustrating this balance. For instance,
DORN [10] has 51M parameters and need to be trained by
all taining data. The zero-shot DepthCLIP [48] incurs no
training cost in terms of time and parameters but yields the
highest RMSE. In contrast, our approach only updates 8K
parameters by training on a mere 27 images for 70 minutes,
and yet achieves a lower RMSE.

5. Conclusion

In this paper, we propose a few-shot-based method that
aims to adapt CLIP for monocular depth estimation. This
approach focuses on striking a balance between training
costs and generalization ability. Specifically, it assigns
varying depth bin to different scenes, allowing the model
to select the appropriate bins during inference. Further-
more, we introduce a learnable prompt to preprocess the
input text, facilitating the conversion of easily understand-
able human text into vectors that are readily interpreted by
the model. Remarkably, with only one image per scene for
training, our extensive experiments on the NYU V2 and
KITTI dataset demonstrate that our method surpasses the
previous state-of-the-art approach by up to 10.6%.
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