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Abstract

Large-scale pre-trained vision-language models (VLM) such as CLIP [32] have demonstrated noteworthy zero-shot classification capability, achieving 76.3\% top-1 accuracy on ImageNet without seeing any examples. However, while applying CLIP to a downstream target domain, the presence of visual and text domain gaps and cross-modality misalignment can greatly impact the model performance. To address such challenges, we propose ReCLIP, a novel source-free domain adaptation method for VLMs, which does not require any source data or target labeled data. ReCLIP first learns a projection space to mitigate the misaligned visual-text embeddings and learns pseudo labels. Then, it deploys cross-modality self-training with the pseudo labels to update visual and text encoders, refine labels and reduce domain gaps and misalignment iteratively. With extensive experiments, we show that ReCLIP outperforms all the baselines significantly and improves the average accuracy of CLIP from 69.83\% to 74.94\% on 22 image classification benchmarks.

1. Introduction

Large-scale pre-training vision-language models (VLM) such as CLIP [32] have emerged recently and have formed a new paradigm in the task of image classification. Instead of matching images with category abstraction (label index), vision-language models match images towards text embeddings from their category names. With semantic relationship from text and large-scale pre-training over 400 million image-caption pairs, CLIP is capable of performing accurate image classification on novel target domains requiring zero training samples but only a dictionary of potential category names.

However, we still observe domain gaps from both image and text input that impact CLIP performance. The existence of visual domain gap between source and target images has been a challenge for computer vision models [8, 43]. CLIP has been observed to have limitations on visual embedding when data comes from less common domains, e.g. Patch-Camelyon [40], CLEVR [17], etc. On the other hand, the domain gap in text is also a challenge for vision-language models. The performance of CLIP is often limited by the text embeddings rather than the visual embeddings, especially on fine-grained datasets e.g. RESISC45 [5], Birdsnap [2], where CLIP is able to create distinctive visual embeddings but the text embeddings from class names fail to capture discriminative information.

In addition to the gaps in the visual and text domains, we have identified significant misalignment between visual and text embeddings across most datasets. Some recent studies [26, 38] have also observed similar modality gaps across various contrastive-learned visual-language models. Figure 1 provides examples of this issue on the widely used benchmark CIFAR10. We believe that there are two primary reasons for these misalignments. Firstly, text embeddings may be redundant, as CLIP was trained to work with millions of captions and concepts, whereas target domain categories might only activate limited feature dimensions, possibly from their category names. With semantic relationship from text and large-scale pre-training over 400 million image-caption pairs, CLIP is capable of performing accurate image classification on novel target domains requiring zero training samples but only a dictionary of potential category names. With extensive experiments, we show that ReCLIP outperforms all the baselines significantly and improves the average accuracy of CLIP from 69.83\% to 74.94\% on 22 image classification benchmarks.
leaving the remaining ones inactive and redundant; these redundant dimensions can dominate the similarity calculation. Secondly, visual embeddings may contain a significant amount of class-agnostic information; since CLIP uses real captions for training, it preserves rich information, such as lighting, color, texture, and relationship, but only a small portion of this information is crucial for classification.

Therefore, adaptation on both visual and text representations, and re-alignment between visual and text embeddings are crucial in improving the target domain performance of vision-language models like CLIP. However, traditional domain adaptation methods have significant limitations in this context. One major challenge is that these methods either require target domain labeled examples (e.g. semi-supervised domain adaptation [9, 33, 48]), or source domain examples (e.g., unsupervised domain adaptation [18, 29, 34]). Nonetheless, typical use cases of CLIP only have access to unlabeled target images, which requires source-free unsupervised domain adaptation that does not need source data or labeled target data. Another challenge is that existing methods assume conditions that may not hold for vision-language models. For instance, most existing methods [25, 42, 47] assume a lightweight classifier, while a vision-language model uses a large text encoder to generate classification weights based on category descriptions. Such modules add flexibility and complexity to adaptation. Thus, the lack of labeled data from source and target domains and the presence of multiple adaptable modules make it essential to develop a novel source-free domain adaptation algorithm for vision-language models.

More recently, POUF [38] also proposes to address the misaligned embeddings of a vision-language model through source-free adaptation. However, the unsupervised objective of POUF considers each target example independently, instead of taking advantages from the neighboring relationship over the entire embedding space. Moreover, POUF cannot leverage multiple template augmented text embeddings as used in CLIP and our proposed method, which limited its performance during the adaptation.

To take advantage of the unified vision-language space, and address the challenges on the visual and text domain gaps and cross-modality misalignment, we propose ReCLIP, a novel source-free domain adaptation method to Refine CLIP models. Firstly, ReCLIP addresses the misalignment of visual and text embeddings from CLIP by learning a projection subspace that removes redundant dimensions and class-agnostic information, and realigns embeddings. ReCLIP then utilizes the neighboring relationship between aligned embeddings, and employs label propagation to produce accurate pseudo-labels in the target domain. Secondly, ReCLIP leverages cross-modality self-training with high-confidence pseudo labels to iteratively refine embedding spaces and label assignments. Two parallel components are deployed to update the text and visual encoders. The first component fine-tunes the text encoder while freezing the visual to pull the text embedding of a label closer to the embeddings of images assigned the label. Meanwhile, the second component fine-tunes the visual encoder so that the images under the same label get closer to each other and to the multi-template augmented text embedding of the label. During fine-tuning, each component learns cross-modality consistency in the target domain, leading to new label assignments. ReCLIP selects labels agreed upon by both components as high-confidence ones for the next iteration. This iterative process improves the quality of visual and text embeddings and significantly enhances the assignment of pseudo labels.

Our contributions are summarized in the following:

- We proposed ReCLIP, a novel source-free domain adaptation method for vision-language model, which enhances the CLIP’s classification ability towards target domains without labeled data;
- We identified the cross-modality misalignment issue between CLIP’s visual and language embeddings, and address the issue with an efficient projection-based component in ReCLIP;
- We proposed a novel cross-modality self-training algorithm with high quality commonly agreed pseudo labels leveraging cross-modality consistency to mitigate domain gaps from both visual and text inputs;
- With extensive experiments and ablation studies, ReCLIP produces consistent and significant improvements over CLIP and other baseline methods; ReCLIP improves the average accuracy of CLIP from 69.83% to 74.94% on 22 datasets.

2. Related Works

2.1. Large-Scale Vision-Language Models

Many large-scale pre-training vision-language models have been recently proposed and demonstrate impressive zero-shot classification ability, such as CLIP [32], ALIGN [16] that perform large-scale contrastive training for strong generalization ability, and DeCLIP [8], SLIP [28] that focus on efficient training with additional self-supervised objectives. In this work, we adopt CLIP as our main base model, as it is still the most representative vision-language model with outstanding zero-shot classification performance and publicly available model weights. In addition, we will also demonstrate the effectiveness of our method with different base models in ablation studies.

Augmented prompts through multiple templates. CLIP makes classification prediction by matching the visual embeddings of query images with the text embeddings of categories names (wrapped in template text such as "A photo
of a \{\}^\ast\), and selects the category with the highest cosine similarity as prediction (please refer to the supplementary materials for more details on CLIP and VLM).

To further align these text embeddings with the pre-training distribution generated from real captions, CLIP prepares a long list of templates with various contexts for each of the 27 benchmarks it evaluated on. Instead of using just one template, CLIP reported scores are produced with the averaged text embeddings from a list of templated prompts for each category to boost performance.

### Limitations of CLIP

We observe the following conditions where CLIP’s performance could be improved. 1) **Inaccurate Text Description.** The accuracy of CLIP can sometimes be drastically improved when the classification weights are fully-supervised fine-tuned, e.g., On EuroSAT, accuracy of CLIP improved from 59.9% to 98.2% [32]. This indicates that CLIP has good quality default visual representations, but the zero-shot performance is limited by the quality of text-generated classification weights. This is often observed on fine-grained datasets (e.g., AID [45], FGVC [27], EuroSAT [14], etc.), where the class names can not fully capture the visual differences between classes (e.g., “737-200” and “747-200” as class names from FGVC); 2) **Visual Gap.** On some datasets, there are clear gaps for CLIP to be further improved even after the fully supervised fine-tuning on classification weight. For example, fine-tuned CLIP achieves only 42.9% on Country211 [32], and 85.97% on PatchCamelyon [40] (a binary classification task with state-of-the-art system achieves 97.50%). This indicates that the visual encoder of CLIP can also be further improved. 3) **Visual-Text Misalignment.** Recent studies [26, 39] have also shown that the modality gap between visual and text embeddings caused by contrastive pretraining could also limit the performance of CLIP. By modifying contrastive temperature during pre-training [26], or by minimizing the gap during few-shot fine-tuning [39], these works suggest that mitigating the modality gap can benefit the classification ability of CLIP.

### 2.2. Unsupervised Domain Adaptation

Unsupervised Domain Adaptation (UDA) is a task aimed at improving target domain performance of models that were pre-trained on a related but different source domain. Many techniques have been developed [18, 29, 34, 37, 44], including a recent method designed for visual-language models [22]. However, most of these techniques are not ideal for the purpose of improving CLIP’s zero-shot performance, as they often require access to source domain data, while we do not require access to CLIP’s training data.

**Source-Free Adaptation** defines a more challenging setting than UDA, where training examples are not available in both the source and target domains. SHOT [25] is one of the first Source-Free Adaptation (SFDA) methods. SHOT updates the feature extractor with cluster-based pseudo labels and information entropy loss, while maintaining the classifier frozen. AaD [47] improves SHOT by replacing the information entropy loss with a novel Attracting-and-Dispensing (AaD) loss. This simple but effective approach achieves state-of-the-art performance on the task of SFDA.

More recently, POUF [38] also proposes to mitigate the misalignment embeddings through source-free domain adaptation for vision-language models. But the optimization objective of POUF has limited its performance in two ways: 1) the training of POUF imposes dependency on the number of text encoder inputs (prompts), which limits POUF from using multiple templates to boost performance, especially on datasets with large number of classes; 2) the training objectives consider each image separately and fail to leverage neighboring relationships.

### 3. Method

We describe our method ReCLIP, which Refines CLIP’s classification performance by accessing only to the pre-trained model and the following target domain data:

- Pre-trained vision-language model \( M = \{M_T, M_V\} \), with text encoder \( M_T \) and visual encoder \( M_V \),
- Unlabeled target images \( X = \{x_1, x_2, ..., x_n\} \),
- Target class names \( C = \{c_1, c_2, ..., c_m\} \).

Our goal is to increase the classification accuracy of \( M \) on target data \( X \). As the first method that studies the source-free adaptation problem for vision-language model, we approach this problem in two steps: (1) How to align visual and text embeddings by removing class-agnostic and redundant information in a learned projection space (Section 3.1). Then we show how to assign pseudo labels for images in the projection space via label propagation (Section 3.2); (2) How to utilize the pseudo labels to further mitigate the visual and text domain gaps by efficiently updating both visual and text encoders, we propose a cross-modality self-training algorithm which updates embeddings and pseudo labels in a iterative fashion (Section 3.3).

#### 3.1. Projection Space to Align Visual and Text

Figure 1 demonstrates the misalignment issue of text and visual embeddings from CIFAR10 [21], which we have also observed over all the ablation datasets. The plot indicates that the text embeddings of different class names are closer to each other than to images in the corresponding categories. We also validate the misalignment with quantitative statistics, as shown in Figure 2. The average cosine similarity between text embeddings is 82%, while the average similarity between visual and text embeddings from the same category is only 23%. This indicates that the unified vision-language space of CLIP is far from well aligned.
As highlighted in Section 1, although the visual and text embeddings from CLIP convey rich information, much of them could be redundant and class-agnostic to target classification tasks. This redundancy can result in misalignment between the text and visual embeddings. We hence propose a projection-based method to eliminate the redundancy from both visual and text embeddings.

**Remove class-agnostic information from visual embeddings.** A straightforward way to remove class-agnostic information from visual features is just to project all the visual embeddings onto the span of text embeddings. Assuming we have a $d$ dimensional representation space $\mathcal{R}^d$, and we have $m$ classes whose text embeddings are $T = [t_1, ..., t_m] \in \mathcal{R}^{m \times d}$, where $t_i = M_i(c_i)$ for $i \in \{1, 2, ..., m\}$. With Singular Value Decomposition

$$U, S, V = \text{svd}(T)$$

we get $U = [e_1, e_2, ..., e_m]$ as the orthonormal basis of the span of $T$, which defines a projection matrix $P_1 = UU^T$. Then, for any $f \in \mathcal{R}^d$, we can calculate $f' = fP_1$ with

$$e_k \cdot (f - f') = 0, \forall k \in \{1, ..., m\}$$

where $f - f'$ is the class-agnostic information that does not contribute to the classification. As shown in Figure 2, $P_1$ increases the average similarity between images and text embeddings from the same category to 92.96% on CIFAR10.

**Remove redundant information from text embeddings.** As suggested in Principal Component Analysis, the first dimension $e_1$ of the outer-space basis $U$ will be the major component that most $\{t_1, ..., t_m\}$ overlap on. Removing the major component $e_1$ will make all text embeddings nearly perpendicular to each other. Therefore, with $U' = [e_2, e_3, ..., e_m]$ we define a new projection matrix $P_2 = U'U'^T$. As shown in Figure 2, $P_2$ successfully separates the text embeddings from different classes to an average cosine similarity of 0.05%, while maintaining high intra-class visual-text similarity at 90.19% on CIFAR10.

In addition to the improvement of CIFAR10 statistics, experiments on pseudo label generation also indicate the effectiveness of embedding space induced by $P_2$ in improving clustering performance, as demonstrated in Section 4.3.2.

### 3.2. Pseudo Label Generation for VLM

The projection matrix $P_2$ removes the redundancies and aligns visual and text embeddings, which enables the generation of pseudo labels through Label Propagation [15], which is a semi-supervised learning method that propagates label information from labeled to unlabeled data points through nearest neighbor connections, as demonstrated in Figure 2. Although in source-free adaptation we do not have access to labeled data points, the embedding alignment through $P_2$ has enabled us to treat text embeddings from class names as labeled points, and visual embeddings from images as unlabeled points.

With labeled examples $\{\tilde{t}_i\}_{i=1}^m$ (class name embeddings) and unlabeled examples $\{\hat{v}_j\}_{j=1}^n$ (image visual embeddings), we make the union set $L$:

$$L = [\tilde{t}_1, \tilde{t}_2, ..., \tilde{t}_m, \hat{v}_1, \hat{v}_2, ..., \hat{v}_n] \in \mathcal{R}^{d \times (m+n)}$$

Following Label Propagation [15], we first produce affinity matrix $A_k$ through $k$-nearest neighbor affinity ranking $A_k = \text{top}_k(L^T L)$ where $\text{top}_k(\cdot)$ is an operation that keeps the top $k$ highest value per row from the full affinity matrix $L^T L$. Then, with normalization and symmetrization, we have:

$$W = D^{-\frac{1}{2}}(A_k + A_k^T)D^{-\frac{1}{2}}$$

where $D := \text{diag}(W1_{m+n})$ is the degree matrix, $1_{m+n}$ is the all-ones $(m+n)-$vector, and $W$ is the normalized adjacency matrix that defines the random walk probability. With an label matrix $Y \in \mathcal{R}^{(m+n) \times m}$ is defined with elements

$$Y_{js} := \begin{cases} 1, & \text{if } j = i, j \leq m \\ 0, & \text{otherwise} \end{cases}$$
where $Y_{ji}$ is 1 for the text embedding entries at the corresponding column, and 0 otherwise. Then, the pseudo label vector $Z$ can be estimated by solving the random walk problem with initial state $Y$, propagation probability matrix $\mathcal{W}$ and diffusion magnitude $\alpha$:

$$ Z := (I - \alpha \mathcal{W})^{-1} Y \quad (1) $$

where $(I - \alpha \mathcal{W})^{-1}$ is the closed-form solution to the random walk problem. As $(I - \alpha \mathcal{W}) \in \mathbb{R}^{m+n}$ is not sparse, and therefore the calculation of its inverse matrix is very time consuming, we use conjugate gradient (CG) to approximately solve Equation 1, following the suggestion from [15]. Finally, with Equation 1 solved, the pseudo label can be given by

$$ \tilde{y}_j := \arg\max_i z_{m+j,i} $$

where $\tilde{y}_j$ is the pseudo label of image $x_j$, and $z_{ji}$ is the $(j, i)$ element of matrix $Z$.

3.3. Source-Free Adaptation for Vision-Language Model via Cross-Modality Self-Training

Vision-language models present a new challenge to adaptation algorithms, where both visual and text encoders need to be adapted. In this section, we discuss how to mitigates the domain gaps of visual and text domains, and propose a cross-modality self-training algorithm with pseudo labels from 3.2 to iteratively update the label assignments, and the visual and text encoders.

The self-training algorithm of ReCLIP consists of two parallel components: ReCLIP-T aims at closing the text domain gap by pushing text embeddings towards visual embeddings of the same class, by fine-tuning the text encoder with the visual encoder frozen. ReCLIP-V aims at closing the visual domain gap by pushing visual embeddings of the same class closer to each other, by fine-tuning the visual encoder with the text encoder frozen. On top of ReCLIP-V and ReCLIP-T, we integrate the commonly-agreed pseudo labels to produce high-confidence training signals. For inference, we add the prediction logits from both ReCLIP-V and ReCLIP-T to make the final prediction.

**ReCLIP-T: Text Encoder Training.** We optimize the text encoder $M_t$ with simple cross-entropy loss $Loss^T := CE(\hat{Y}^T, \hat{Y})$ between pseudo label $\hat{Y}$ and cosine similarity prediction logits $\hat{Y}^T = [\hat{v}_1, ..., \hat{v}_n]^T [\hat{t}_1, ..., \hat{t}_m]$. The objective of adaptation on the text encoder is to push text embeddings $\{\hat{t}_i\}$ closer to the image embeddings $\{\hat{v}_j\}$ from the same class based on pseudo label assignments $\hat{Y}^T$. In Figure 3 we present the details of ReCLIP-T, the detailed algorithm is provided in the supplementary materials.

**ReCLIP-V: Visual Encoder Training.** The goal of visual encoder adaptation is to push visual embeddings $\{\hat{v}_j\}$ from
the same class to be closer to each other, to form a better feature space for classification. As contrastive loss is expensive and applying constraints on batch size, we have instead chosen to push visual embeddings closer to the center of its class instead of other visual embeddings as an alternative resort. To be specific, in ReCLIP-V we optimize the visual encoder $M_v$ with cross-entropy loss $\text{Loss}^V := CE(\hat{Y}^V, Y)$ between pseudo label $\hat{Y}$ and cosine similarity logits $\hat{Y}^V = [\hat{v}_1, ..., \hat{v}_n]^T[\hat{w}_1, ..., \hat{w}_m]$, where $\hat{w}_1, ..., \hat{w}_m$ are the class centers calculated based on $Y$. In Figure 3 we present the details of ReCLIP-V, the detailed algorithm is provided in the supplementary materials.

**High-Confidence Pseudo Labels Sharing.** ReCLIP-V updates the similarities among visual embeddings with $\text{Loss}^V$, while ReCLIP-T updates the projection matrix and text embeddings with $\text{Loss}^T$. As these two modules separately optimize the visual and text encoders with different objectives, their pseudo labels may start to diverge after a certain number of epochs, resulting in different views where only the commonly agreed samples are likely to be correctly classified. As such, ReCLIP collects pseudo labels from both ReCLIP-V and ReCLIP-T at the end of each epoch, and updates both models with only the commonly agreed pseudo labels $\hat{Y}$, as illustrated in Figure 4. The detailed algorithm is provided in the supplementary materials.

**4. Experiment and Results**

**Baselines** We use the following methods for comparison:

1) **CLIP** [32]: State-of-the-art zero-shot image classification model. We choose CLIP with ViT/L-14 architecture as the main baseline model for comparison and adaptation. We report both published results from Radford et al. [32] and our reproduction, denoted as report and multi respectively. Both report and multi are prepared with the official prompt template lists provided by Radford et al. [32]. In addition, we also report the results we reproduced with a single template ("A photo of a {}"), denoted as single;

2) **AaD** [47]: State-of-the-art SFDA method. We adapt the official code to apply it on CLIP and our benchmarks;

3) **POUF** [38]: A recent SFDA method that also aims to mitigate misaligned visual and text embedding spaces. Since POUF does not report on the benchmarks where CLIP has published scores, we produce its results on these benchmarks using its official code. We report the best performing version of POUF which fine-tunes the entire model.

**Evaluation and Datasets.**

1) **Main Results:** For SFDA comparison between ReCLIP, POUF, AaD and base model CLIP, we use an abundant and comprehensive list of 21 common image classification benchmarks out of the 27 benchmarks from Radford et al. [32], except the 6 datasets where CLIP are evaluated on the custom splits or protocols which are not released at the time of this submission (KITTI [13], UCF101 [35], VOC2007 [12], Kinetics700 [4], HatefulMemes [19], CLEVR [17]). In addition to the ablation dataset AID [45] we use for hyper-parameters selection, SFDA evaluation is performed on 22 benchmarks in total.

2) **Comparison with POUF:** For additional comparison with POUF on its published scores, we evaluate ReCLIP on Office-Home [41], which contains four different domains: Art (Ar), Clipart (Cl), Product (Pr) and Real-World (Rw).

3) **Ablation Studies:** We choose AID, CIFAR10, CIFAR100 and SUN397 as ablation datasets to represent datasets with different sizes and characteristics. For more details on evaluation datasets, please refer to supplementary materials.

For SFDA evaluation in Section 4.1, AaD and ReCLIP use CLIP-multi as base model, and POUF uses CLIP-single due to its design. For experiments on Office-Home, both ReCLIP and POUF use CLIP-single as base model.

Unless otherwise specified, we perform our experiments in transductive manner, where SFDA methods ReCLIP, POUF and AaD first perform adaptation on the unlabeled test data of each dataset, and then the adapted models are evaluated on the same test data following the standard CLIP inference protocol. For all benchmarks, we use top-1 classification accuracy as our metric.

**Implementation Details** For the self-training of ReCLIP, we fine-tune the layer-normalization [1] weights with other weights frozen, as it is shown to be one of the most effective and stable option to adapt models with noisy supervision [42]. For the SFDA evaluation, we use AID [45] to select the best hyper-parameter for ReCLIP, POUF and AaD. We then use the same set of hyper-parameters for all 22 datasets during the evaluation. We match the maximum adaptation steps for all methods to be the same, as min(5000 iterations, 50 epochs). For the evaluation on Office-Home, we select the hyper-parameter on the Real-World (Rw) domain and use the same hyper-parameters across all domains for evaluation. For details on exact hyper-parameters used in experiments, ablation studies on choices of learnable modules, and the setup of Label Propagation, please refer to supplementary materials.

**4.1. Main Results**

In Table 1 we present the SFDA accuracy of ReCLIP, AaD and POUF over 22 datasets. Besides the accuracy from the final epoch of self-training, we report the accuracy from the peak-performing epoch for AaD, POUF and ReCLIP as well, denoted as peak.

ReCLIP achieves consistent and significant improvements over CLIP on 21 datasets and comparable performance on Country 211. ReCLIP improves the averaged top-1 accuracy of CLIP by 5.11% and 6.02% at the final and peak epochs respectively over the 22 datasets without accessing any labeled data, which outperforms both baseline adaptation methods AaD, POUF by clear margin.
Table 1. Classification accuracies (%) on 22 benchmarks. * on FGVC, Caltech101, Oxford-IIIT Pet and Flowers102, CLIP reported mean-class-accuracy. All other scores in this table are top-1 accuracy.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CLIP single</th>
<th>POUF</th>
<th>POUF-prompt</th>
<th>POUF</th>
<th>Label Propagation</th>
<th>ReCLIP (w/o Label Sharing)</th>
<th>ReCLIP (w/ Label Sharing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR10</td>
<td>95.34</td>
<td>76.48</td>
<td>64.87</td>
<td>67.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIFAR100</td>
<td>96.38</td>
<td>80.66</td>
<td>74.73</td>
<td>70.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AID</td>
<td>96.69</td>
<td>80.84</td>
<td>79.47</td>
<td>67.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUN397</td>
<td>97.40</td>
<td>82.80</td>
<td>80.01</td>
<td>71.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg Acc</td>
<td>84.28</td>
<td>83.70</td>
<td>71.20</td>
<td>91.40</td>
<td>90.80</td>
<td>97.00</td>
<td>91.09</td>
</tr>
<tr>
<td>Avg Acf</td>
<td>82.45</td>
<td>82.70</td>
<td>68.10</td>
<td>89.10</td>
<td>89.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg Ar Cl Pr Rw</td>
<td>86.10</td>
<td>86.20</td>
<td>73.80</td>
<td>92.70</td>
<td>92.70</td>
<td>97.00</td>
<td>92.01</td>
</tr>
</tbody>
</table>

Table 2. Comparison of ReCLIP published scores from POUF [38] on Office-Home [41], both use CLIP-single as base model.

Table 3. Comparison of classification accuracy with different version ReCLIP on ablation datasets. ReCLIP with Label Sharing (Figure 4) is shown to be most effective compared to ReCLIP-V, ReCLIP-T (Figure 3) and their simply assembled predictions (ReCLIP w/o Label Sharing).

4.2. Comparison with POUF

In Table 2 we present the comparison between the published scores of POUF and ReCLIP on the Office-Home, where both methods use CLIP-single (ViT/B-16) as base model. We also include the Label Propagation pseudo label accuracy generated on our projected CLIP embeddings prior to any updates on the base model. It is shown that the Label Propagation accuracy already outperforms POUF-prompt, which fine-tunes the learnable text prompt. Moreover, ReCLIP achieves clear improvement over POUF over most of the domains, with 2.17%↑ on Cl, 1.20%↑ on Pr, 0.31%↑ on Rw and on-par performance on Ar. These results indicate that ReCLIP can still outperform POUF without using multi-template augmented embeddings.

4.3. Ablations Studies

In this section, we present the ablation studies on comparison of different ReCLIP versions, pseudo label gener-
Label Propagation as a baseline. Label with the highest confidence from each class as the labeled \( k \) neighborhood, with the major vote prediction within its \( k \) neighborhood for clustering based methods, we assign the same pseudo labels for examples from the same cluster, based on the in-cluster majority vote; For \( k \)-NN Classifier and Label Sharing we present the result by simply assembling predictions from separately trained ReCLIP-V and ReCLIP-T at inference time. Comparing the last two rows of Table 3 we observe that ReCLIP (w/ Label Sharing) has clear improvement over ReCLIP (w/o Label Sharing), which indicates that the commonly agreed pseudo-labels stabilizes the noisy adaptation process and improved both ReCLIP-V and ReCLIP-T to achieve better performance.

### 4.3.2 Comparison on Pseudo Label Generations

In Table 4, we compare methods in pseudo label generation. For clustering based methods, we assign the same pseudo labels for examples from the same cluster, based on the in-cluster majority vote; For \( k \)-NN Classifier and Label Propagation methods, we experiment them on original CLIP feature space \( P_0 \) and on projection spaces \( P_1, P_2 \) as described in Figure 2. For \( k \)-NN Classifiers, we assign each example with the major vote prediction within its \( k \)-nearest-neighborhood, with \( k \) equal to the average sample count per class. For Label Propagation on \( P_0 \), we select the example with the highest confidence from each class as the labeled example to perform label propagation as a baseline. Label Propagation on \( P_1, P_2 \) are as described in Section 3.1.

Table 4 indicates \( k \)-NN based methods achieve better performance on projection spaces \( P_1, P_2 \), which indicates the effectiveness of \( P_1, P_2 \) in refining CLIP's visual embeddings. On Label Propagation methods, \( P_2 \) gives a significant improvement over \( P_0, P_1 \), indicating its effectiveness in aligning CLIP’s visual and text embeddings.

### 4.3.3 Comparison on other Vision-Language Models

ReCLIP is designed to improve the classification performance of visual-language models in general, not only on CLIP. We tested the effectiveness of ReCLIP on SLIP [28] and DeCLIP [24], both of these improved CLIP by adding self-supervision learning objectives during pre-training. We have also tested ReCLIP on other versions of CLIP with smaller architectures. As shown in Table 5, ReCLIP demonstrates steady and significant improvements on various vision-language models and architectures.

### 4.3.4 Runtime and Inductive Performance

Self-training of ReCLIP is very efficient, which completes adaptation in only 0.5 to 5 GPU-Hour on a single V100 GPU, depending on the target dataset size. Note that this adaptation time is a one-time effort on each target domain and ReCLIP can then inference on unseen data from the same domain without re-training. For complete runtime of ReCLIP over each benchmarks and more inductive evaluation results, please refer to the supplementary materials.

### 5. Conclusion

In this paper, we introduce ReCLIP, a novel solution on source-free domain adaptation for vision-language models. ReCLIP first uses a novel designed projection space to realigns visual and text embeddings and to generate dependable pseudo labels for target classification tasks. ReCLIP further applies cross-modality self-training with pseudo labels, which iteratively enhances label assignments and visual and text embeddings. Compared to the previous methods AaD and POUF, ReCLIP provides an effective and stable solution to the source-free adaptation problem of vision-language models. ReCLIP significantly improves CLIP, increasing the average accuracy from 69.83% to 74.94% across 22 datasets.
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