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Abstract

The goal of Referring Video Object Segmentation is to
extract an object from a video clip based on a given ex-
pression. While previous methods have utilized the trans-
former’s multi-modal learning capabilities to aggregate in-
formation from different modalities, they have mainly fo-
cused on spatial information and paid less attention to tem-
poral information. To enhance the learning of temporal in-
formation, we propose TCE-RVOS with a novel frame token
fusion (FTF) structure and a novel instance query trans-
former (IQT). Our technical innovations maximize the po-
tential information gain of videos over single images. Our
contributions also include a new classification of two widely
used validation datasets for investigation of challenging
cases. Our experimental results demonstrate that TCE-
RVOS effectively captures temporal information and out-
performs the previous state-of-the-art methods by increas-
ing the J&F score by 4.0 and 1.9 points using ResNet-50
and VSwin-Tiny as the backbone on Ref-Youtube-VOS, re-
spectively, and +2.0 mAP on A2D-Sentences dataset by us-
ing VSwin-Tiny backbone. The code is available at https:
//github.com/haliphinx/TCE-RVOS

1. Introduction

Video understanding [11, 27] has great potential, as it
draws upon visual spatio-temporal information along with
audio and language information. Various video-based tasks
have been put forward, including but not limited to video
classification [3], temporal video action segmentation [21],
and video object detection [12]. The transformer struc-
ture [10, 36] has shown strong ability in both visual and
language understanding, and most importantly, to serve a
unified structure for different data formats. All these efforts
have led to the task of Referring Video Object Segmentation
(RVOS). RVOS is a cross-modal task that takes a video clip
with a text expression as input and segments the referred

object in all the video frames. Compared with the Referring
Image Object Segmentation task (RIOS), the referring ex-
pression in RVOS can describe not only an object in space
but also motion in the spatio-temporal dimension. Further-
more, RVOS methods also require data association to track
the referred object across multiple frames.

Initially, researchers utilized complicated model struc-
tures with multi-step training strategies [17, 25, 31]. Re-
cently, benefiting from the transformer structure, various
end-to-end learning structures [2, 35, 39] have been pub-
lished that have achieved state-of-the-art performance on
various benchmarks. However, previous methods focused
on either text and visual information aggregation or image-
based feature learning, but paid less attention to the inter-
frame temporal understanding. This leads to a problem that
the segmentation performs well on most frames individually
but lacks the ability to fuse information across frames. As
a consequence, these methods have limitations in handling
motion blur and occlusions. To overcome these limitations
and fully exploit the inter-frame temporal information in the
video, we present a novel approach called Temporal Con-
text Enhanced Referring Video Object Segmentation (TCE-
RVOS). Figure 2 shows two sets of comparison results be-
tween the proposed method with state-of-the-art methods.
The result shows TCE-RVOS outperforms previous state-
of-the-art methods by handling some challenging scenarios
(e.g., occlusion, and motion) better.

Our main contributions are as follows:

• We designed a frame token fusion (FTF) module as
encoder to aggregate features between frames in the
video clip using memory tokens. The memory tokens
first distill information for each frame independently
and then enrich the overall encoding with information
from other frames.

• We propose an instance query transformer (IQT) mod-
ule in the decoding stage to directly aggregate queries
about the same object in different frames. This over-
comes issues caused by insufficient visual information
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Figure 1. Overview of the TCE-RVOS framework. The sub-graph on the top shows the overall structure. The bottom left and bottom right
sub-graphs present the frame token fusion encoder and instance query transformer decoder respectively. The attention blocks in the same
level with the same background color share the same weights.

in the current frame due to, e.g., occlusion or motion
blur.

• We further organize the Refer-Youtube-RVOS [35]
validation set into subcategories including occlusion,
motion, crowded, interaction between objects, am-
biguous queries, and object presence to investigate
how our method improves the SOTA.

Our proposed method improves the J&F by a large
margin of 4.0 and 1.9 points over the previous SOTA
ReferFormer [39] using spatial backbone ResNet-50 [13],
and spatio-temporal backbone Video Swin Transformer
tiny [27], respectively.

2. Related Work
Video Object Segmentation is commonly solved using

two different model types: offline and online models. The
offline model solves all frames at once [14, 18, 38], while
the online model segments the object in the first frame then
propagates to the rest [32, 40, 41]. The offline models usu-
ally demand large memory storage which leads to computa-
tional overhead, since the segmentation of objects among all

conjugative frames at once requires large temporal receptive
field. Offline methods are also weak in data association.
VisTR [38] builds upon the image-based object segmenta-
tion structure DETR [4] by processing the object queries
from all the frames together. IFC [18] extends the image-
based object segmentation Mask2Former [6] into video-
based segmentation and utilizes a token-based inter-frame
communication to overcome the data association problem.
On top of IFC, VITA [14] fully tokenizes the frame fea-
tures to distill the visual information. The online model
IDOL [40] shows that the inter-frame data association is
the bottleneck in current video instance segmentation tasks.
IDOL utilizes contrastive learning to enhance the data asso-
ciation across frames.

Referring Video Object Segmentation is a relatively
new task that was first introduced by Gavrilyuk et al. [12]
in 2018 to segment the actors and actions in video clips.
Since RVOS involves video object segmentation, neural lan-
guage processing, and cross-modal learning, early research
[17, 24, 25, 31] typically combined models from different
tasks, resulting in complex structures that are difficult to
train end-to-end. A straightforward approach is to extend
image-based methods [7, 16, 19, 29] to process each frame
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of the video clip separately. However, this approach ne-
glects temporal information. To incorporate temporal in-
formation, spatio-temporal backbones such as I3D [5], and
VSwin Transformer [27] have been used. Nonetheless, the
processing after the backbone still treats each frame in-
dependently. URVOS [35] splits the task into an image-
based referring object segmentation and a mask propaga-
tion task. Recurrent neural networks and memory mech-
anisms are used in [17, 25] to provide an online strategy.
Another direction is to integrate linguistic features into the
video object segmentation task [38, 42]. MTTR [2], and
ReferFormer [39] are two state-of-the-art methods that bor-
row ideas from a VOS structure called VisTR [38]. How-
ever, cross-frame information exchange only occurs in the
backbone stage (if a spatio-temporal backbone is used), and
the instance sequence matching at the final stage. The en-
coder and decoder stages still process each frame indepen-
dently. Some researches stipulated that the imbalance be-
tween the language pipeline and the vision pipeline would
affect the model performance. VLT [8] generates a num-
ber of language features for a single sentence to close the
gap between the two types of feature. R2-VOS [22] first
enriched the original dataset with mismatched video-text
pairs, then proposed a contrastive learning structure to filter
out the mismatched pairs to help the model understand the
language feature better.

3. Method
After analyzing the framework of previous works [2,39],

we found that the temporal context aggregation only hap-
pens during the feature extraction when using a spatio-
temporal backbone like VSwin Transformer, and in the
post processing stage. However, the encoder and decoder
stages handle each frame independently. TCE-RVOS uti-
lizes a newly designed frame token fusion encoder and an
instance query transformer decoder to enhance communi-
cation across video frames. The model contains four main
stages overall: (1) Backbone and early fusion (Sec 3.1), (2)
Frame Token Fusion encoder (Sec 3.2), (3) Instance Query
Transformer Decoder (Sec 3.3), and (4) Post-processing and
Prediction (Sec 3.4). The TCE-RVOS model structure is
presented in Figure 1. Frames from the video clip and the
text expression are passed through the visual backbone and
linguistic backbone separately. Once the visual and linguis-
tic features are fused by the vision-text early fusion block,
the aggregated features are sent into the frame token fusion
encoder to further process the information as well as com-
municate between frames. The temporally enhanced fea-
tures are used to guide the instance queries to distill the
instance-related features in the instance query transformer
decoder. Finally, each instance query is used to predict the
instance mask, bounding box, and reference score.

Given a video clip V = {Ii}Ti=1, Ii ∈ RD×H×W , with T

frames and a text expression E = {ti}Li=1 with L words. D
represents the number of frame channels, H and W repre-
sent the height and width of the frame. The proposed model
will predict T frames of binary segmentation masks of the
referred object, M = {mi}Ti=1,mi ∈ RH×W .

3.1. Backbone & Early Fusion

Visual Backbone. Since the proposed model can eas-
ily adapt to different backbone structures, both image based
backbone ResNet [13], and video based backbone Video
Swin Transformer [27] are tested in our model. The output
for a given video clip is Fvis = {vi}Ti=1, vi ∈ RS×C , S =∑

l Hl ×Wl. C is the channel size of the feature. l repre-
sents the set of feature layers from the backbone.

Linguistic Backbone. We follow ReferFormer [39] and
use RoBERTa [26] as a backbone to extract features of the
text expression. RoBERTa returns a set of the word based
features corresponding to each word separately, Fword =
{fi}Li=1, fi ∈ RC , and a sentence based feature Fsentence ∈
RC .

Vision-Text Early Fusion. This block is a vanilla multi-
head cross-attention model. The visual feature Fvis is added
to a fixed 3D positional encoding as the query. The key and
value are based on Fword . This stage allows the resultant
features to carry both vision and language context.

3.2. Frame Token Fusion Encoder

Previous works [2,39] encode frames in a batch by treat-
ing each frame individually during encoding. The features
between different frames are not aggregated and thus the
temporal context is not well encoded. Inspired by IFC [18],
a video instance segmentation framework, we have de-
signed an efficient yet simple structure as shown in the bot-
tom left of Figure 1 to enhance the temporal context aggre-
gation between frames in the encoding stage. Compared
with the inter-frame communication used in IFC, which
directly concatenates memory tokens to the end of each
feature token query and performs self-attention, the pro-
posed structure not only saves memory but also incorporates
multi-scale features that benefit the visual understanding.

The deformable self-attention model [46] is used to re-
duce the overall memory usage and support multi-scale fea-
ture processing. The features from each frame are first
processed by an identical deformable attention block to
independently aggregate the spatial information in each
frame (shown in the yellow blocks in Figure 1). A set of
randomly initialized trainable memory tokens, denoted by
Fmemory = {ji}Ti=1, ji ∈ RN×C are utilized to distill and
represent information for each frame. The hyperparameter
N determines the number of memory tokens used for each
frame. This step also uses the deformable cross-attention
model, Fmemory as query, and Fvis as key and value, so
that the memory tokens obtain multi-scale information from
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the frame features (shown as the dark blue blocks in Fig-
ure 1). The resulting memory tokens, which now contain
information from all frames independently, are forwarded
as input to a self-attention block (shown as the pink block
in Figure 1) for communication between frames. Finally,
we update frame feature tokens Fvis corresponding to the
memory tokens using a naive cross-attention block. Each
attention block is followed by a simple FFN. The output
features are now carrying the information from both the cor-
responding frame, and other frames.

3.3. Instance Query Transformer Decoder

We design the Instance Query Transformer Decoder
block to enhance temporal information learning by operat-
ing multi-head attention between the features of an object
from all frames.

The proposed decoder follows a DETR-like structure
that initializes a number of instance queries, Finstance =
{hi}Ti=1, hi ∈ RQ×C , to generate Q instance candidates for
each frame, guided by the frame feature tokens output from
the encoder. However, different from previous models, the
newly designed decoder establishes a two step feature ag-
gregation structure to enhance the temporal context learn-
ing. The instance query aggregates the spatial features from
each frame independently at first, then temporal features
from all frames belonging to the same instance are fused.
The instance queries are initialized by the sentence feature
Fsentence and a fixed 2D positional embedding. Then de-
formable cross-attention is used to extract information from
the frame feature tokens output from the encoder (shown as
the green blocks in Figure 1). The instance queries from
different frames are rearranged and combined into groups
based on the corresponding instance (shown as the light
blue blocks in Figure 1), and processed by a self-attention
block to communicate between them (shown as the dark
blue blocks in Figure 1), which provides the temporal con-
text aggregation. The functionality of the rearrange block
can be described as Rearrange(RT×Q×C) = RQ×T×C .
This strategy enables instances from different frames with
different viewpoints to benefit the instance segmentation in
the current frame, especially when the referred instance is
occluded or is motion blurred in some frames. Finally, the
Instance Query Transformer Decoder block outputs the pro-
cessed instance queries for the multi-task prediction.

3.4. Post-processing and Prediction

The post-processing stage in the proposed method is
similar to that used in MTTR and ReferFormer. How-
ever, we found that the cross-modal feature pyramid net-
work (CM-FPN) used in ReferFormer takes a large amount
of memory but accuracy improvements are limited. We
use instead a classic Feature Pyramid Network (FPN) re-
ducing the model size but with the same overall perfor-

mance. Three outputs are predicted for each instance query
sequence: The bounding box, denoted as Pbbox ∈ R4×T×Q;
the reference score, denoted as Pref ∈ RT×Q, which indi-
cates the confidence of each instance query being referred
to by the sentence, and the segmentation mask, denoted
as Pmask ∈ RH×W×T×Q for each instance query in each
frame. The instance sequence with the highest overall Pref

score is selected as the final output prediction for the video.

3.5. Loss Functions

The overall loss consists of three terms as follows

Loverall = λbboxLbbox + λrefLref + λmaskLmask. (1)

The bounding box prediction loss Lbbox is composed
of the L1 loss and the generalized IoU (GIoU) loss [34].
Lref is a focal loss to supervise whether the prediction is
the referred instance. Lmask consists of the DICE loss and
per-pixel focal loss [30]. λk, k ∈ {bbox, ref,mask}, rep-
resents the corresponding coefficients to balance different
losses (see Sec. 4.1 for their settings).

4. Experimental Evaluation
4.1. Experimental Setup

Datasets. The proposed method was evaluated on Ref-
Youtube-VOS [35], A2D-Sentences [12] and Ref-DAVIS17
[20] datasets to compare the performance with state-of-the-
art methods. The Ref-Youtube-VOS dataset is a large-scale
benchmark that contains 3978 high-resolution videos from
YouTube, with 15K language expressions and 131K high-
quality manual annotations. The dataset is split into 3471
training videos, 202 validation videos and 305 test videos.
Since the test video set is not publicly available, all mod-
els were evaluated on the validation set for fair compari-
son. Ref-DAVIS17 is built from DAVIS17 [33] by adding
text expressions to the VOS dataset. Although the dataset
only contains 90 videos, it is still widely used in the R-
VOS task. A2D-Sentences dataset extends the original
A2D video object segmentation dataset with text expres-
sions. A2D-Sentences contains 3,782 video samples with
3-5 frames annotations per sample.

Evaluation Matrics. The standard evaluation metrics
for Ref-Youtube-VOS and Ref-DAVIS17 are Jaccard index
(J) for region similarity, contour accuracy F1 score (F), and
their average (J&F). The (J) score focuses on the overall
segmentation quality, and the (F) score focuses more on the
segmentation details (boundary accuracy).

To evaluate the proposed method and compare with pre-
vious works on A2D-Sentences dataset, we adopt preci-
sion@K (K ∈ [0.5, 0.6, 0.7, 0.8, 0.9]), overall & mean IoU,
and mean average precision (mAP) over 0.50:0.05:0.95.

Implementation Details. Various backbones were eval-
uated in our model. The outputs from the last three layers of
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the backbone are used to generate multi-scale features with
spatial down-sampling rates of {8, 16, 32} respectively. The
number of memory tokens used in the Frame Token Fusion
Encoder is N = 8. All the experiments were conducted
using 4 Nvidia V100 GPUs with 32GB memory.

In order to compare with state-of-the-art methods, we
use a similar hyperparameter settings than [39]. In partic-
ular, both the encoder and decoder are 4 layers. The di-
mension for both visual and linguistic features is C = 256.
Batch size is set to 1. The number of instance queries for
each frame in the Instance Query Transformer Decoder is
Q = 5. We use AdamW [28] with an initial learning rate
1e − 4 as the optimizer. The coefficients for the loss func-
tion are λbbox = 2, λref = 2, and λmask = 5. By default,
the input video frame number for training is T = 5, and
the model is pretrained on the image based referring object
segmentation dataset Ref-COCO [45].

4.2. Comparison Results

Table 1 presents a comparison between the proposed
TCE-RVOS and state-of-the-art methods on Ref-Youtube-
VOS dataset. The upper half of the table shows the com-
parison of methods using a spatial backbone. TCE-RVOS
outperforms all other methods with a ResNet-50 backbone,
with an improvement of at least 4.0 points in the J&F index.
Moreover, our model performs better than previous models
with the larger backbone ResNet-101 by at least 2.3 points.
By using ResNet-101, our method achieves state-of-the-art.
The bottom half of the table shows the comparison for all
models using a spatio-temporal backbone. TCE-RVOS out-
performs other models using the same VSwin-Tiny back-
bone with at least 1.9 points improvement, and even outper-
forms a model using the large-scale backbone VSwin-Small
with a 1.2 points increase. Figure 2 shows two prediction
examples. In each sub-figure, the top, middle, and bottom
sequences represent the result from MTTR, ReferFormer,
and TCE-RVOS, respectively. Two challenging scenarios
are selected as the examples. In Figure 2a, the person is par-
tially occluded by the window in some of the video frames,
but never fully occluded. In Figure 2b, the parachute is fully
occluded by a person in the front in several frames at the
start. The result shows that our proposed method increases
the capability of handling occluded instance segmentation
to predict more accurate masks, and has the ability to verify
if the referred instance is visible in the frame by using the
information from other frames.

Table 2 shows a comparison result on Ref-Davis17
dataset for various methods by using the ResNet-50 back-
bone. Since Ref-Davis17 is a small dataset with only
90 videos in total, we directly evaluate the model trained
on Ref-Youtube-VOS dataset on Ref-Davis17 without fine-
tuning. The result shows that our model has a good gener-
alization which achieves similar accuracy on both dataset,

Method Backbone J&F J F
Spatial Backbone

CMSA [43] ResNet-50 34.9 33.3 36.5
CMSA+RNN [43] ResNet-50 36.4 34.8 38.1
URVOS [35] ResNet-50 47.2 45.3 49.2
PMINet [9] ResNet-101 48.2 46.7 49.6
PMINet + CFBI [9] ResNet-101 53.0 51.5 54.5
ReferFormer [39] ResNet-50 55.6 54.8 56.5
ReferFormer [39] ResNet-101 57.3 56.1 58.4
TCE-RVOS (ours) ResNet-50 59.6 58.3 60.8
TCE-RVOS (ours) ResNet-101 60.8 59.4 62.2

Spatio-Temporal Backbone
MTTR [2] VSwin-Tiny 55.3 54.0 56.6
ReferFormer [39] VSwin-Tiny 59.4 58.0 60.9
ReferFormer [39] VSwin-Small 60.1 58.6 61.6
TCE-RVOS (ours) VSwin-Tiny 61.3 59.8 62.7

Table 1. Comparison with state-of-the-art methods on Ref-
Youtube-VOS [35]. The top portion shows models with spa-
tial backbone, and the bottom portion shows models with spatio-
temporal backbone. The best results are in bold, and the second
best results are underlined.

Method J&F J F
CMSA [43] 34.7 32.2 37.2
CMSA+RNN [43] 40.2 36.9 43.5
URVOS [35] 51.5 47.3 56.0
ReferFormer [39] 58.5 55.8 61.3
TCE-RVOS (ours) 59.4 56.5 62.4

Table 2. Comparison with state-of-the-art methods by using
ResNet-50 as a backbone on Ref-Davis17 [20]. The results for
ReferFormer and TCE-RVOS are obtained with a model trained
on Ref-Youtube-VOS datset without finetuneing.

and outperforms all the competitors.
Table 3 shows the comparison result of TCE-RVOS

with previous methods. Only using the spatial backbone
(ResNet-50), the proposed model already outperforms most
of the previous methods. When a spatio-temporal backbone
(VSwin-Tiny) is used, TCE-RVOS outperforms all the pre-
vious methods using the backbone no larger than VSwin-
Tiny with at least 2.0 mAP improvement, and also out-
performs the model using a larger backbone VSwin-Small
with 0.9 mAP increment. When the large spatio-temporal
backbone VSwin-Base is used, our proposed method out-
performs all others, and achieves the state-of-the-art.

4.3. Ablation Study

To fully investigate where and how our model improves
the previous state-of-the-art method, some ablation studies
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(a) The prediction result for the expression ”a person wearing a white shirt is driving a white truck moving down the road”,
shown in green masks.

(b) The prediction result for the expression ”a white and red parachute blowing in the wind”, shown
in blue masks.

Figure 2. Comparison between qualitative result of MTTR (top sequence), ReferFormer (middle sequence), and TCE-RVOS (bottom
sequence) from Ref-Youtube-RVOS dataset [35]. (a) Partial occlusion, and (b) Complete occlusion.

are made including a model component analysis, different
scenarios observations, and a study of the impact of tempo-
ral window size. All the experiments in this section are us-
ing ResNet-50 as backbone and are trained on Ref-Youtube-
VOS datset if nothing else is specified.

Model Components. In order to show that the designed
Frame Token Fusion Encoder (Sec. 3.2) and Instance Query
Transformer Decoder (Sec. 3.3) benefit the model perfor-
mance, ReferFormer is selected as the baseline model since
it is the previous state-of-the-art model and shares similar
overall structure with TCE-RVOS. The comparison is done
by changing the encoder and decoder. Table 4 shows the ab-
lation study result for the model components. Both Frame
token Fusion Encoder and Instance Query Transformer De-
coder benefit the model performance. Notably the Frame
Token Encoder improves the contour accuracy (F) score
more than the region similarity (J) score. The state-of-the-
art method ReferFormer performs well on the overall seg-

mentation quality in common scenarios. However, some
challenging scenarios (i.e., occlusion, and motion blur) will
change the shape of the object and decrease the bound-
ary prediction accuracy (F). By adding our newly designed
structures to enhance the temporal context understanding
in the network, the segmentation information from other
frames will benefit the prediction in challenging frames.

Testcase Scenarios. In RVOS datasets, the text expres-
sion describes a single instance but the instance may not
be in view in all the frames of a video. It may also be in
the field-of-view but occluded by other objects in the scene.
The instance segmentation is of varying difficulty because
the instance may be stationary or moving relative to the
camera, or because there may be many different instances
of the same class of objects visible in the video. The dif-
ferent text expressions are also of varying quality and may
describe the instance in absolute terms or only relative to
other scene objects. Sometimes even multiple objects fit a
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Method Backbone Precision IoU mAPP@0.5 P@0.6 P@0.7 P@0.8 P@0.9 Overall Mean
Hu et al. [15] VGG-16 34.8 23.6 13.3 3.3 0.1 47.4 35.0 13.2
Gavrilyuk et al. [12] I3D 47.5 34.7 21.1 8.0 0.2 53.6 42.1 19.8
CMSA+CFSA [44] ResNet-101 48.7 43.1 35.8 23.1 5.2 61.8 43.2 -
ACAN [37] I3D 55.7 45.9 31.9 16.0 2.0 60.1 49.0 27.4
RefVOS [1] ResNet-101 57.8 - - - 9.3 67.2 49.7 -
CSTM [17] I3D 65.4 58.9 49.7 33.3 9.1 66.2 56.1 39.9
CMPC-V [25] I3D 65.5 59.2 50.6 34.2 9.8 65.3 57.3 40.4
ClawCraneNet [23] ResNet-50/101 70.4 67.7 61.7 48.9 17.1 63.1 59.9 -
MTTR(w=8) [2] VSwin-Tiny 72.1 68.4 60.7 45.6 16.4 70.2 61.8 44.7
MTTR(w=10) [2] VSwin-Tiny 75.4 71.2 63.8 48.5 16.9 72.0 64.0 46.1
TCE-RVOS (ours) ResNet-50 80.3 77.1 70.1 53.3 18.2 75.6 67.5 51.2
ReferFormer [39] VSwin-Tiny 82.8 79.2 72.3 55.3 19.3 77.6 69.6 52.8
ReferFormer [39] VSwin-Small 82.6 79.4 73.1 57.4 21.1 77.7 69.8 53.9
TCE-RVOS (ours) VSwin-Tiny 83.0 79.9 73.6 56.7 20.5 77.5 69.9 54.8
ReferFormer [39] VSwin-Base 83.1 80.4 74.1 57.9 21.2 78.6 70.3 55.0
TCE-RVOS (ours) VSwin-Base 83.3 80.6 74.6 58.6 22.2 78.4 70.5 56.0

Table 3. Comparison with state-of-the-art Methods on the A2D Dataset [12]. The best results are in bold, and the second best results are
underlined.

J&F J F
ReferFormer 55.6 54.8 56.5
+FTF Encoder 56.3 (+0.7) 54.9 (+0.1) 57.6 (+1.1)
+IQT Decoder 58.1 (+2.5) 57.1 (+2.3) 59.0 (+2.5)
TCE-RVOS 59.6 (+4.0) 58.3 (+3.5) 60.8 (+4.3)

Table 4. Ablation study. Both, our frame token fusion (FTF) en-
coder and instance query transformer (IQT) decoder benefit the
model. ReferFormer [39] is the baseline of our method.

given text expression. Therefore, we classify the validation
set based on the testcase scenarios according to the follow-
ing categories:

1. Occlusion: We categorize videos into no occlusion,
partial occlusion, and full occlusion. If the referred
instance is fully occluded in any of the frames of the
video clip, we classify the clip as fully occluded. A
video is classified as showing partial occlusion if the
referred instance is partially occluded in at least one
frame but never fully occluded in any frame.

2. Presence: We categorize videos into partial presence
and full presence of the referred instance. Presence is
lost if the referred instance completely exits or hasn’t
entered the field-of-view in one of the video frames,
which is different from occlusion.

3. Object Motion: We categorize object motion based on
the differences of the center and size (height, width)

of the bounding box in the video frames. We use cat-
egories of no, slow and fast motion of the referred in-
stance.

4. Crowded: We categorize a video to show crowding if
there are multiple instances of objects with the same
class than the referred instance (e.g., referring to one
person in a group of people). The category is split into
crowded and not crowded.

5. Interaction: We categorize videos whether the text ex-
pression describes the instance by an attribute related
to other objects in the frame (e.g., the person near a
tree). This category is divided into no interaction and
interaction.

6. Ambiguity: We define a sample as ambiguous if there
are multiple instances in the video clip which satisfy
the text expression. The samples are divided into am-
biguous and unambiguous.

More detailed explanations and some examples can be
found in the supplemental material. Above categories can
be clustered into two groups for different evaluations. (1)
Temporal relationship: occlusion, presence, and motion can
benefit from enhancing the temporal information because
the poor visibility of the instance is limited to part of the
frames. The segmented object from other frames can guide
the prediction in frames with poor visibility. (2) Vision-
text aggregation: crowded, interaction, and ambiguity are
closely related to the textual description of the referred to
instance but can benefit little from temporal relationships.
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Occlusion Presence Crowded Interaction Ambiguity Motion
No Partial Full Full Partial No Yes No Yes No Yes No Slow Fast

Samples 325 453 56 688 156 402 432 541 293 718 111 203 275 356
ReferFormer 63.3 52.9 33.2 60.0 34.9 63.7 48.2 61.9 44.1 59.3 31.9 51.9 62.8 52.2
+FTF Encoder 63.7 53.5 35.8 59.7 40.2 65.0 48.1 63.6 42.8 59.3 36.8 51.6 64.1 52.9
+IQT Decoder 64.6 55.9 37.9 61.5 41.8 66.0 50.7 64.6 45.9 61.6 35.3 56.8 63.3 54.7
TCE-RVOS 65.9 57.4 40.1 62.6 45.3 66.1 53.4 65.5 48.6 62.6 40.5 56.7 67.0 55.5

Table 5. Ablation study for testcase scenarios. Results are obtained with the ResNet-50 backbone on Ref-Youtube-RVOS [35]. The best
results are in bold, and the second best results are underlined. Our frame token fusion (FTF) encoder and instance query transformer (IQT)
decoder are most effective in categories where temporal information is relevant. ReferFormer [39] is the baseline of our method.

No. of frames J&F J F
T=3 57.7 56.5 58.9
T=4 58.7 57.3 60.0
T=5 59.6 58.3 60.8

Table 6. Ablation study for the impact of the temporal windows
size. We use Resnet-50 as backbone on Ref-Youtube-RVOS [35].
The accuracy increases as the number of input frames are in-
creased.

Table 5 shows the results for the testcase scenarios study.
Since the ground truth for the Ref-Youtube-VOS validation
set is not accessible, the motion status is classified empir-
ically. We also classified the A2D validation set by two
different thresholds to study the influence of thresholds on
results for different motion categories (see the supplemen-
tal material for details). For temporal related categories,
the improvement depends on sub-classes. For example in
Table 5, comparing with the baseline model under the oc-
clusion category, the improvements are 2.6, 4.5, and 6.9
points in the J&F index for no occlusion, partial occlusion,
and full occlusion, respectively. TCE-RVOS improves the
accuracy more for the occluded than the non-occluded in-
stances. In the vision-text aggregation categories, the im-
provements are more equal with improvements for no in-
teraction of 3.6 points and interaction of 4.5 points in the
J&F index, respectively. This observation shows that our
proposed novel encoder and decoder structures improve the
model performance by handling the temporal related chal-
lenges well. When looking at the vision-text aggregation,
similar improvements across sub-classes can be observed.
This is expected as our model does not make any improve-
ments specific to the vision-text aggregation structure.

Length of Temporal Window. We conduct an experi-
ment to understand the impact of the temporal window size
on the final performance. In Table 6, we observe that the
performance of the model improves as the number of input
frames are increased. These results imply that our proposed
method is able to capture temporal context and thereby con-

tributing to the enhancement of model performance.
Above experiments show the improvement of TCE-

RVOS over state-of-the-art models by not only increasing
the overall accuracy, but also handling challenging scenar-
ios better. Both, the novel proposed encoder and decoder
benefit model performance by enhancing the temporal con-
text through all video frames. TCE-RVOS shares a simi-
lar model size with the ReferFormer model (e.g., 178M vs.
177M parameters when using the VSwin-Base backbone).

5. Conclusion
We proposed TCE-RVOS, an end-to-end referring video

object segmentation approach. We first analyzed that the
temporal context in previous work is weak. The data associ-
ation between the same object in different frames limits the
model performance in challenging scenarios. To overcome
this weakness, our method enhances the temporal context
learning in the model by a novel frame token fusion encoder
with an instance query transformer decoder, and achieves
state-of-the-art results with a clear margin (4.0 points in
the J&F index on Ref-Youtube-VOS using ResNet50). We
classified the Ref-Youtube-VOS validation dataset and A2D
Dataset to investigate the performance in challenging sce-
narios. The ablation study shows that our improved struc-
ture achieves the goal of better handling the temporal con-
text in challenging scenarios. However, there are still some
limitations that can be directions for future works. The
model as its baseline ReferFormer is not suitable for real
time processing as it takes around 5 sec. for inference on
a 10 frames video. There is also room in improving the
vision-text aggregation including the handling of ambigu-
ous text description.
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