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Abstract

In recent years, neural network-driven image compres-
sion (NIC) has gained significant attention. Some works
adopt deep generative models such as GANs and diffusion
models to enhance perceptual quality (realism). A criti-
cal obstacle of these generative NIC methods is that each
model is optimized for a single bit rate. Consequently, mul-
tiple models are required to compress images to different
bit rates, which is impractical for real-world applications.
To tackle this issue, we propose a variable-rate generative
NIC model. Specifically, we explore several discriminator
designs tailored for the variable-rate approach and intro-
duce a novel adversarial loss. Moreover, by incorporating
the newly proposed multi-realism technique, our method al-
lows the users to adjust the bit rate, distortion, and realism
with a single model, achieving ultra-controllability. Unlike
existing variable-rate generative NIC models, our method
matches or surpasses the performance of state-of-the-art
single-rate generative NIC models while covering a wide
range of bit rates using just one model.

1. Introduction

Image compression is a fundamental technique for ef-
ficient image storage and transmission. In recent years,
neural-network-based image compression (NIC) methods
have received much attention [4, 5,23, 34]. Most NIC mod-
els are optimized to minimize the rate-distortion loss func-
tion, represented as R + AD. R is the bit rate after com-
pression, D is the distortion between the original image and
its compressed counterpart, typically measured by mean
squared error (MSE), and A determines the balance between
distortion and bit rate. State-of-the-art NIC models [23, 34]
have surpassed the rate-distortion performance of the latest
standard codec, Versatile Video Coding (VVC) [8].

General NIC models have two drawbacks. First, one NIC
model is optimized for a specific bit rate, requiring mul-
tiple distinct models to compress an image at various bit
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Figure 1. Top left: rate-distortion (measured by PSNR) and top
right: rate-realism (measured by FID) performance using a sin-
gle model. “bpp” stands for bits-per-pixel. While state-of-the-
art GAN-based NIC methods, Multi-Realism [2] (capable of ad-
justing distortion-realism trade-off) and HiFiC [38] are optimized
to a single bit rate, our method can control the balance between
rate, distortion, and realism, covering the green area with just one
model. This is achieved by adjusting two input parameters, g and
3, which control the rate and the distortion-realism trade-off [6],
respectively. Bottom: the original image and compression results
of our method. It illustrates that our method can handle different
compression settings like @) low-rate and low-distortion mode and
®) high-rate and high-realism mode.

rates. Second, NIC models trained with the rate-distortion
loss function tend to produce blurred images, particularly at
lower bit rates, resulting in low human perceptual quality.

For the first problem, several variable-rate NIC mod-
els have been studied [14, 15,44,45], which can compress
images at diverse bit rates using just one model. SOTA
variable-rate NIC models [9, 45] demonstrate comparable
performance as single-rate counterparts.

For the second problem, some works [2,20, 38,46] have
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employed generative models such as generative adversarial
networks (GAN) [21] and denoising diffusion probabilistic
models (DDPM) [26] to enhance perceptual quality (real-
ism) of reconstructions. Such generative NIC models can
produce realistic images even at low bit rates.

However, only a few studies have worked on the
variable-rate generative NIC model [18,20,22,36], and they
come with certain limitations. Specifically, [18, 36] offers
only a narrow range of adjustable bit rates, while [20, 22]
suffers from poor performance compared to SOTA single-
rate generative NIC models.

In this study, we propose a novel variable-rate GAN-
based NIC model. Our approach differs from existing
variable-rate generative NIC models in three ways. Firstly,
we explore various discriminator designs tailored for the
variable-rate GAN-based NIC model. Our comparison
shows that the discriminator design has a substantial impact
on performance. Secondly, we propose a novel adversarial
loss function termed as HRRGAN (Higher Rate Relativis-
tic GAN) to stabilize training. Thirdly, we adopt a beta-
conditioning [2] to control the distortion-realism trade-off.
Consequently, our method can adjust the rate-distortion-
realism trade-off [7] using a single model, achieving ultra-
controllability as shown in Fig 1.

Our contributions are summarized as follows:

GAN-based training tailored for variable-rate NIC
model: We offer a comparison and analysis of the vari-
ous discriminator designs for the variable-rate GAN-based
NIC model. Moreover, we introduce a novel adversarial
loss function.
High controllability and high performance: Our model
can adjust the balance between rate, distortion, and realism
within a single NIC model. Even with this high controlla-
bility, our model matches or outperforms the performance
of state-of-the-art single-rate generative NIC models [2,38]
on quantitative evaluation. To the best of our knowledge,
this is the first variable-rate model that achieves the same
or better performance as SOTA single-rate generative NIC
models.

2. Related Works
2.1. Single Rate Neural Image Compression (NIC)

Since a VAE-based NIC model proposed by Balle et al.
[4], a number of NIC models have been studied [4,5,23,41].
Typical NIC models consist of an encoder, decoder, and
entropy model. Most studies focus on entropy model-
ing schemes to improve compression performance, such as
hyperprior [5], context model [33, 40], transformer-based
context model [31,37,42], channel autoregressive model
(Charm) [41], and checkerboard context model [24]. For
the encoder and decoder, attention layers [10, 13], swin-
transformer-based [35] architecture [51, 52], and CNN-

Transformer mixed architecture [34] have been proposed.
State-of-the-art NIC models [23, 34, 37] outperform the lat-
est coding standard, Versatile Video Coding (VVC) [&].

2.2. Variable Rate NIC

In real-world scenarios, users adjust the compression ra-
tio based on storage capacity or internet latency. How-
ever, most NIC models are optimized for a single rate point.
Therefore, multiple models are required to compress images
at different bit rates, increasing training and model storage
costs. To address this issue, several variable-rate NIC meth-
ods have been studied [3,9, 11, 14,15,17,44,45,48]. These
methods take an additional input representing the target
quality and adjust the bit rate accordingly. Choi et al. [14]
have introduced a conditional convolution to implement a
variable-rate model. Cui et al. [15] proposed a gain-unit
to modify the quantization step and control the information
lost. Sun et al. [45] proposed an interpolation channel at-
tention (ICA), allowing fine rate control without sacrificing
compression performance.

2.3. Generative NIC

To improve the perceptual quality (realism) of com-
pressed images, GANs [21] and diffusion model [26] have
been incorporated into NIC. Since the pioneer work [43],
several efforts have been made to improve the performance
and training stability of GAN-based NIC [2,16,38]. Agusts-
son et al. [2] have introduced a conditional generator to
control the distortion-realism trade-off [6] within a single
model. Specifically, users can decide between reconstruc-
tions that have high PSNR values but appear blurry and
those that look more realistic but have a lower PSNR. More
recently, some diffusion-based NIC models have been pro-
posed [20,27,49]. While these methods suffer from slow
inference due to the iterative process, they achieve impres-
sive perceptual quality.

However, most of the generative NIC models are single-
rate models, which is not practical in real-world applica-
tions. There are only a few existing variable-rate gen-
erative NIC models that cover a wide range of bit rates.
[20, 22]. Gupta et al. [22] utilize a spatial importance
map to realize a variable-rate model. Another study by
Ghouse et al. [20] has proposed a diffusion-based NIC
model, DIRAC. It leverages a pre-trained variable-rate NIC
model and enhances the reconstruction quality with a dif-
fusion model. However, both methods are inferior to state-
of-the-art single-rate models [2, 38] in terms of PSNR and
FID. Moreover, DIRAC [20] requires a computationally ex-
pensive diffusion process to generate high-quality images.
In this work, we bridge the performance gap between the
variable-rate generative NIC model and SOTA single-rate
models [2,27,38] by analyzing the discriminator design and
introducing a novel adversarial loss function.
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Figure 2. The overview of our NIC model. RBs and Atn in the encoder and generator stands for residual blocks and attention module used
in ELIC [23]. ICA is an interpolation channel attention layer [45] (see right side for detail). AE and AD represent an arithmetic encoder,
and arithmetic decoder, respectively. For the generator, we use beta-conditioning [2] to control the realism of the reconstruction.

3. Proposed Method
3.1. NIC pipeline

We begin by outlining the entire pipeline of our variable-
rate NIC model in Fig 2. To control the rate-distortion-
realism trade-off with one model, our model takes three in-
puts: the original image x, quality level ¢ € {0,1,--- ,Q —
1}, and realism weight 3 € [0, Byas]- Higher ¢ results in a
higher rate, and higher g results in higher realism. ¢ and 3
are sampled randomly during training. The model is based
on the state-of-the-art single-rate GAN-based NIC model,
Multi-realism [2], which incorporates ELIC [23] encoder,
channel autoregressive model (Charm [41]) and the beta-
conditional generator [2]. We insert interpolation channel
attention (ICA) layers [45] into the encoder and generator
to make the model variable-rate. Each ICA layer (Fig 2
right) has () learnable scaling vectors, and one of them is
selected and applied according to q.

The compression process is as follows. First, the en-
coder E extracts latent representation y, = F(zx,q). The
latent y,, is then quantized into ¢, using scalar quantization.
Since the quantization process is not differentiable, we use
straight-through estimation (STE) during training as used
in [41]. The quantized code @q is transformed into a bit-
stream losslessly by the arithmetic encoder with the prob-
ability distribution p(@,) estimated by the entropy model.
For the details on entropy estimation, please refer to the
original Charm paper [41]. The quality level ¢ is also in-
cluded in the bit stream, which occupies less than 1 byte.
On the decoder side, the bitstream is first decoded back into
the quantized code gy, and quality level ¢ with the arith-
metic decoder. The generator G then reconstructs an im-
age £, = G(9,,9,3). Asin [2], B is first embedded with
Fourier encoding [39] and MLPs and injected into the resid-
ual blocks. Since we use GAN-based training, a discrimi-
nator is applied during the training. We describe the details
of the discriminator architecture in the next section.

3.2. Exploring Discriminator

In this section, we discuss and explore various discrim-
inator designs for variable-rate NIC model. The discrimi-
nator is trained to distinguish real (original) and fake (re-
constructed) images, and the NIC model learns to recon-
struct images indistinguishable from the discriminator. Al-
though the discriminator plays an important role in GAN-
based training, its design remains underexplored in current
variable-rate GAN-based NIC methods [18,22,36].

Unlike single-rate GAN-based NIC models, variable-
rate NIC models produce varying-quality images accord-
ing to the quality level ¢q. Since ¢ is chosen randomly at
every training step, the reconstruction quality can signifi-
cantly vary between training steps. This behavior differs
from single-rate GAN-based methods, which motivates us
to design a discriminator architecture specifically tailored
for the variable-rate NIC.

Fig 3 shows the various discriminator designs we ex-
plored. The base architecture of all discriminators is a CNN
patch-discriminator [28] as used in [2, 38]. The output di-
mension is % X 1—”{3, where H, W are the height and width
of the input image, respectively. These discriminators have
two types of convolution layers: (1) those applied for all
quality levels and (2) those applied for a specific quality
level. For layer (1), we introduce a quality condition to pro-
vide the discriminator information about the quality level.
Specifically, given ¢, we employ one-hot encoding and ex-
pand this to get a conditional feature C' € {0, 1}">*wx@ C
is concatenated with the input of the discriminator’s first
convolution layer (1). While layer (1) can capture fea-
tures common across all quality levels (inherent in the NIC
model), layer (2) can learn unique features on the individual
quality level. We aim to find which features are more ben-
eficial for the NIC model by comparing different designs.
We describe the details of each design as follows.

(a) Independent discriminator consists of () distinct
sub-discriminators. Each sub-discriminator is applied to
reconstructions of one particular quality level. However,
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Figure 3. The discriminator designs that we consider. Discriminators take an original image or its reconstruction as input and estimate the
reality of the input. They consist of two kind of convolution layers: (1) layers applied for all quality levels and (2) layers applied for a
specific quality level. For layer (1), we introduce a quality condition (right).
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Figure 4. How to calculate the relative “reality score” on (a) Ra-
GAN in unconditional GAN, (b) RGAN in variable-rate image
compression, and (c) HRRGAN in variable-rate image compres-
sion.

it cannot leverage features common across various quality
levels.

(b) Shared discriminator is a single CNN discriminator
applied across all quality levels. While it can capture the
features ubiquitous across all quality levels, it cannot learn
the quality-level-specific features.

(¢), (d) Hybrid-head and -backbone discriminator
have both types of layers to leverage quality-level-specific
and common features. (c) has independent backbones and a
shared prediction head, whereas (d) has a shared backbone
and independent prediction heads. By comparing them, we
aim to analyze the results when each layer type is applied to
low- and high-level features.

Based on the comparison of performance (see Fig 7), we
use (a) independent discriminator. We will discuss the de-
tailed results in Sec.4.4. Note that the discriminator is used
only in the training; thus, using different layers for each
quality level does not affect the inference process, such as
model size and encoding/decoding speed.

3.3. Higher Rate Relativistic GAN (HRRGAN)

In this section, we describe our novel adversarial loss
function, Higher Rate Relativistic GAN (HRRGAN), which

is inspired by Relativistic average GAN (RaGAN) [29]. In
some generative NIC methods [12, 18], RaGAN has been
used to improve perceptual quality. In RaGAN, the adver-
sarial losses for the generator and discriminator are calcu-
lated as follows:

pr(xrvxf) =o(D(z,) — ccf[ (wf)])

pi(@r x5) = o(D(xyf) — B, [D(zr)])
El%GAN = —logpy(zr,xy) —log(1 — pr(zr,zy)) (1)
LRugan = —logpr(zr, ) —log(l — py(ar, zy)), (2)

where D is the discriminator, and ., x; are real and fake
images, respectively. o(-) and E,,[-] represent sigmoid
function and the average operation for all z; in the mini
batch, respectively. Intuitively, in RaGAN, the discrimina-
tor D estimates the “reality score” of an input image instead
of the probability that the input image is real as the standard
GAN [21]. Then, the generator is trained so that the reality
score of the fake image are higher than those of real images
on average.

Our HRRGAN is different from RaGAN in two ways.
First, we omit the average computation in Eq 1, which is
the same loss function as the Relativistic standard GAN
(RGAN) [29]. In unconditional GAN, the average com-
putation is necessary because x, and x; are not aligned as
shown in Fig 4(a). However, in the image compression task,
the fake image is a reconstructed version of the original, en-
suring that the z, and x; are spatially aligned (Fig 4(b)).
To leverage this alignment and calculate the relative reality
score for each region, we do not average the discriminator’s
outputs as follows:

“logo(D(zy) - D)) ()
~logo(D(x,) = D(xp)). @)

¢ _
Lrean =

D _
ﬁRGAN -

Second, we replace the real image with a reconstruction
of higher quality when training the NIC model in Eq 4. In
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Figure 5. Quantitative results on CLIC2020 test (top) and Kodak dataset (bottom). We use PSNR to evaluate the rate-distortion performance
and FID and LPIPS for the rate-realism performance. Solid lines represent variable-rate methods, while dashed lines denote single-rate
methods. As for the markers, circles (e and o) represent variable-realism NIC, triangles (A) indicate generative NIC, and lines without
markers indicate non-generative methods. We report LPIPS on CLIC2020 dataset in the supplementary material.

RGAN, the compression model is trained so that the re-
construction is estimated as more realistic than the original.
We found that this approach imposes an over-penalty on the
NIC model, resulting in excessive loss values even for suc-
cessful reconstructions. To mitigate this problem, when the
model reconstructs image &, with a quality level ¢, we use
another reconstruction £, with quality level g + 1 to cal-
culate the relative reality score. The loss function of our
HRRGAN is represented as follows:

ESRRGAN = —logo(D(Zq) — sg(D(Z4+1)))
‘CgRRGAN = —logo(D(z) — D(&,)),

®)
(6)

where sg denotes the stop gradient operation, preventing the
NIC model from generating less realistic 41 to minimize
Eq 5. Although £, has higher quality than £, its quality
is not high as . As a result, HRRGAN relaxes the loss
function for the NIC model and reduces the chance of over-
penalizing, leading to more balanced training. Note that the
same loss function as RGAN is used for the discriminator.

3.4. Training

Following [38], our training consists of two stages. In
the first stage, we train the model without adversarial loss

using the following loss function:
Lrse = N R(§,) + Mad(@,&g) + L (&), ()

where R, d, Lp represent the bit rate estimated by the en-
tropy model, MSE, and LPIPS [50], respectively. The
weight of the bit rate A/ e (A AQ) ... A@TVY s
selected according to the quality level.

In the second stage, we fine-tune the model with the pro-

posed adversarial loss as follows:

Lona = NP R(G,) + Aad(x, &)

—I—ﬁ()\pﬁp(:li, C%q) + AadvﬁgRRGAN)v ®)

where [ balances the influence of LPIPS and adversarial
loss. As a result, the NIC model learns to generate high-
realism images with a higher value of input 3.

4. Experiments

4.1. Experimental settings

Dataset. In our experiment, we trained our model on the
subset of Openlmage dataset [32], which contains about
1M images. We randomly crop the images into 256 x 256
patches and apply random horizontal flipping. The batch
size is set to 8. We evaluate models on standard benchmarks
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Figure 6. Comparing the original image to reconstructions of our model and state-of-the-art generative NIC models, HiFiC [38] and Multi-

Realism [2] on CLIC2020 dataset. We show our three reconstructions with different configurations: (¢, 8) =

for the image compression task, Kodak [1] (24 images) and
CLIC2020 test dataset [47] (428 images).

Evaluation. We use PSNR for distortion (fidelity) per-
formance and Frechét Inception Distance (FID) [25] and
Learned Perceptual Image Patch Similarity (LPIPS) [50] for
realism (perceptual quality) performance. We followed the
protocol in [38] to calculate FID. We did not use FID for
Kodak because it contains only 24 images.

Training settings. We optimize the model using Adam
[30]. We set the training steps of each training stage to 2M
and 3M. In each stage, the initial learning rate is set to
1.0 x 10~* and decayed to 1.0 x 10~ for the last 20% of
the total iterations. The same learning rate settings are ap-
plied to the discriminator. The number of quality levels is
Q = 5, and (3,4 is set to 5.12 as in [2]. For the loss func-
tion, we set {AY), -+ AW = {3.4,1.3,0.4,0.12,0.05},
Ad = 150, Ap = 2/Bmaz, and Mgy = 0.002/ B0z

(0,0),(0,3.84), (4,0).

Baselines. We compare our variable-rate GAN-based NIC
model with existing compression methods. These meth-
ods are divided into three groups: generative NIC mod-
els, non-generative NIC models, and non-learning-based
codec. Generative NIC models include GAN-based meth-
ods (Multi-realism [2], HiFiC [38], and PQ-MIM [16])
and diffusion-based methods (HFD [27] and DIRAC [20]).
Non-generative NIC models, which are optimized for
PSNR, include ELIC [23], Charm [41], and IVR [45]. As
a non-learning-based codec, we use the latest codec, VTM
[19] (software based on VVC [8]). Except for DIRAC, IVR,
and VTM, all baselines are single-rate methods, requiring
separate models for different bit rates. Multi-realism [2]
and DIRAC [20] can control the distortion-realism trade-
off with one model. Specifically, Multi-realism 3 =
and DIRAC-1 represent low-distortion mode, while Multi-
realism 3 = 2.56 and DIRAC-100 are high-realism mode.
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4.2. Quantitative Comparison

Figure 5 illustrates quantitative results on CLIC2020 and
Kodak datasets at different bit rates. Although our model
is trained on @ quality levels, we perform fine rate-tuning
during inference by interpolating the scaling vectors [45],
obtaining reconstructions on 17 different rate points. For
Ours, we show results on low-distortion mode (5 = 0) and
high-realism mode (5 = 3.84). We report results on other
B in the supplementary material. Ours w/o MR is the model
trained with the fixed realism weight, 3 = 2.56.

First, we compare our high-realism mode (Ours (8 =
3.84)) with other generative NIC models. On CLIC2020
dataset, Ours (3 = 3.84) surpassed the variable-rate genera-
tive model, DIRAC-100, on both PSNR and FID. Compared
to the SOTA single-rate model, Multi-Realism (5 = 2.56)
[2], our method demonstrates superior FID and competi-
tive PSNR, despite using a single model for different rates.
Although the recent diffusion-based method, HFD [27],
achieves the best FID at low rate points, we significantly
excel in PSNR. On Kodak dataset, we outperform DIRAC-
100 [20] and HiFiC [38] on both PSNR and LPIPS. Fur-
thermore, on both datasets, Ours (8 = 3.84) achieves com-
parable performance as Ours w/o MR, indicating that the
[B-conditioning [2] does not hurt the realism performance
even in variable-rate model.

Our low-distortion mode (3 = 0.0) achieves comparable
performance as other low-distortion mode models, Multi-
Realism (8 = 0.0) and DIRAC-1, in terms of PSNR on
CLIC2020. Moreover, the PSNR values of Qurs (f =
0.0) on Kodak match other distortion-oriented variable-rate
models (DIRAC-1 and IVR). These results suggest that both
modes of our model achieve strong performance while cov-
ering a wide range of rates.

4.3. Qualitative Comparison

We present qualitative comparisons with state-of-the-art
generative NIC models [2,38] in Fig 6. In the first example,
our (g,3) = (0,3.84) reconstruction preserves the texture

of leaves more effectively than HiFiC [38]. Furthermore,
it has comparable perceptual quality as Multi-Realism [2].
In the second sample, while HiFiC, Multi-Realism, and our
(¢,8) = (0,3.84) mode display similar levels of realism,
HiFiC uses a double bit rate. Comparing our three recon-
structions, our (g, ) = (0, 0) reconstructions appear blurry
but have higher PSNR than (¢, ) = (0, 3.84) counterpart,
confirming that our model controls the distortion-realism
trade-off. Moreover, although our (¢, 5) = (4,0) recon-
structions use high bit rates, they preserve contents faith-
fully and achieve higher PSNR. In conclusion, the quali-
tative results demonstrate that our method works well for
different use cases with only one model while matching the
visual performance of state-of-the-art methods.

4.4. Impact of Discriminator Design

In this section, we analyze the impact of discriminator
designs. We used the NIC models without Charm [41] and
trained them with fixed 3 = 2.56 to save computation costs.

Fig 7(a) compares the rate-distortion-realism perfor-
mance on different designs on () = 5. w/o Cond indicates
that a quality condition C' is not used. Through the com-
parison, we make the following observations. First, the dis-
criminator designs have a significant impact on FID, espe-
cially at low bit rates. However, there is no significant dif-
ference in terms of PSNR. Second, the information about
the quality level is crucial. In Fig 7(a), only the Shared
w/o Cond takes no information about the quality level (i.e.,
no level-specific layer and quality level condition) and re-
sults in clearly the worst FID. Third, the level-specific layer
is beneficial. Shared does not have a level-specific layer
and performs worse than other designs with level-specific
layers, suggesting the necessity of the quality-level-specific
layers. Finally, convolution layers applied for all quality
levels are not necessary. While Independent does not have
a layer shared across all levels, the performance is com-
parable to or better than hybrid designs: Hybrid Backbone
and Hybrid Head. Tt indicates that capturing features com-
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Figure 8. Results on different adversarial loss functions:
HRRGAN (ours), Relativistic GAN (RGAN), standard GAN
(SGAN) [21], and Relativistic average GAN (RaGAN) [29].
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Figure 9. The two-dimensional histogram shows the relationship
between reconstruction MSE and relative “reality score” estimated
by the discriminator on RGAN and HRRGAN. The lower the real-
ity score is, the higher the adversarial loss becomes. The right side
shows examples of training samples with different MSE values. It
suggests that the samples with low MSE (a) have lower complex-
ity than those with higher MSE (b) and (c).

mon across all quality levels may not benefit the NIC model,
whether at shallow or deep layers.

To further examine the impact of discriminators, we
trained the models with wider and narrower bit rate ranges.
Specifically, we present the results on (Q = 7 (roughly 0.08
~ 1.3bpp) and @ = 3 (roughly 0.08 ~ 0.3bpp) in Fig 7(b).
For Q = 7, we observed a similar trend to Fig 7(a), where
Shared and Shared w/o Cond result in clearly high FID. On
the other hand, for Q = 3, Shared performs comparably as
Independent, and the performance gap between Shared w/o
Cond and other designs is less substantial than in @ = 5, 7.
These results indicate that the discriminator design is par-
ticularly crucial for the NIC model with a wider bit rate
range. In addition, Fig 7(b) demonstartes that Independent
performs robustly on different Q.

4.5. Effect of HRRGAN

To verify the effectiveness of our HRRGAN, we com-
pare it with other adversarial loss functions: standard GAN
(SGAN) [21], Relativistic GAN (RGAN), and Relativistic
average GAN (RaGAN) [29]. We used NIC models without
Charm [41] and trained them with fixed 8 = 2.56 to save
computation costs. Fig 8 shows the results on CLIC2020.
Regarding FID, HRRGAN performs best, particularly at
lower bit rates. As discussed in Sec 3.3, HRRGAN relaxes
the loss function of RGAN, leading to more balanced train-
ing and better performance. Although SGAN achieves the
highest PSNR at middle and high rates, it performs worse on
FID. Moreover, RGAN consistently surpasses RaGAN, in-
dicating that the average calculation of RaGAN harms per-
formance in the image compression task.

To further analyze the effect of HRRGAN, we show a
2D histogram representing the relationship between the re-
construction MSE and relative “reality score” of RGAN
and HRRGAN in Fig 9. For this analysis, we generated
4000 reconstructions with dimensions of 256 x 256 from
Openlmage validation dataset. These reconstructions are
fed into the trained discriminator. Then, we calculate MSE
and the relative reality score: D(&,) — D(z) for RGAN,
and D(&4) —D(&4+1) for HRRGAN. The histogram shows
that RGAN assigns low reality scores (i.e., high adversarial
loss) even to samples with extremely low MSE like Fig 9
(a). This leads to an excessive penalty for easy and well-
reconstructed samples. In contrast, HRRGAN tends to out-
put high reality scores (i.e., low adversarial loss) for low
MSE samples. It mitigates the risk of over-penalty and en-
courages the NIC model to focus on refining complex and
challenging samples like Fig 9 (b) and (c).

5. Conclusion

We have proposed a novel NIC model that can con-
trol the rate-distortion-realism trade-off [7] with one model
by adjusting two input parameters, g and 5. We have
tried various discriminator designs and found that quality-
level-specific layers are important for variable-rate gener-
ative NIC. Moreover, inspired by RaGAN [29], we pro-
posed HRRGAN to avoid over-penalty. In the experiments,
our method achieved state-of-the-art rate-distortion-realism
performance with one NIC model.

For limitations, although our method realizes high con-
trollability, ¢ and 3 control rate and realism uniformly. Con-
sequently, it cannot perform pixel-level control. In real-
world applications, however, precisely preserving specific
regions (e.g., small faces) is important. Therefore, integrat-
ing pixel-level control as in [17,44] will be our future work.
Acknowledgements. This work was supported by JST
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