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Abstract

We present a new pre-training strategy called M33D
(Multi-Modal Masked 3D) built based on Multi-modal
masked autoencoders that can leverage 3D priors and
learned cross-modal representations in RGB-D data. We
integrate two major self-supervised learning frameworks;
Masked Image Modeling (MIM) and contrastive learning;
aiming to effectively embed masked 3D priors and modality
complementary features to enhance the correspondence be-
tween modalities. In contrast to recent approaches which
are either focusing on specific downstream tasks or re-
quire multi-view correspondence, we show that our pre-
training strategy is ubiquitous, enabling improved represen-
tation learning that can transfer into improved performance
on various downstream tasks such as video action recog-
nition, video action detection, 2D semantic segmentation
and depth estimation. Experiments show that M33D out-
performs the existing state-of-the-art approaches on Scan-
Net, NYUv2, UCF-101 and OR-AR, particularly with an
improvement of +1.3% mIoU against Mask3D on ScanNet
semantic segmentation. We further evaluate our method
on low-data regime and demonstrate its superior data ef-
ficiency compared to current state-of-the-art approaches.

1. Introduction
Pre-training Vision Transformers [24] (ViTs) using

Masked Autoencoders (MAE) followed by fine-tuning
gives rise to the state-of-the-art results for various com-
puter vision tasks such as image classification [9, 33, 66],
video activity recognition [26, 60, 62], semantic segmenta-
tion [27,36,45] and 3D scene understanding [14,52,70]. In-
spired by BERT [21], MAE masks high number of patches
in an input image or video clip and predicts such miss-
ing regions. It usually consists of an asymmetric encoder-
decoder architecture, where the encoder objective is to en-
code the unmasked patches into latent representations while
the masked patches are predicted by the decoder using these
representations. However, MAEs are mostly focused on
learning from single-modality data (images or video clips)

and can’t leverage other data modalities that are present
in commonly used RGB-D and Time-of-Flight (ToF) cam-
eras. The depth and point cloud data available in such
cameras can provide an opportunity to learn geometric pri-
ors and avoid view-dependent effects for efficient repre-
sentation learning. Particularly, various 3D understand-
ing approaches [18, 37, 65, 73] have been leveraging RGB-
D datasets for high-level scene understanding and low-
level point matching [7, 72] tasks using contrastive learn-
ing. However, very little work has been done in exploring
3D priors for 2D image understanding with limited focus on
tasks like semantic segmentation and depth estimation.

Our goal is to embed 3D priors into ViTs based back-
bones for various downstream tasks that include but not
limited to video activity recognition, video action detection,
semantic segmentation and depth estimation, to effectively
learn geometric and structural priors as well as cross-modal
features. Recently, Mask3D [36] effectively learns masked
3D priors from a single-view RGB-D frame by only recon-
structing the depth through masking out patches in RGB and
depth modalities. However, the approach is limited to 2D
image understanding tasks and relies on MAE pre-training
for any cross-modal representation learning. Pri3D [38]
explores to embed the 3D prior by leveraging multi-view
RGB-D data to introduce geometric constraints in a con-
trastive learning scheme for ResNet backbones. However,
it relies on camera registration between multiple views for
each frame. Instead, we consider to empower ViTs with
such 3D priors using MAEs and cross-modal training strate-
gies such as constrastive learning and matching loss that
transfer well to various video and image based downstream
tasks. Cross-modal learning and Masked Image Modeling
are complementary to each other. While the former would
leverage the very useful visual-depth pair information to en-
code modality-invariant features, the latter forces its repre-
sentation to encode the majority of the input information.
This motivates us to integrate both the pre-training strate-
gies to extract different discriminative features.

In this paper, we present M33D, a multi-modal masked
autoencoder based approach which learns to embed 3D pri-
ors in a self-supervised manner by pre-training on RGB-D
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image pair or video clips and also integrates cross-modal
learning. To train M33D, we randomly mask patches in
both RGB and depth modalities and encode the unmasked
patches by passing them through either modality-specific
transformer encoders or modality-agnostic transformer en-
coder which is shared between both the modalities. The
representations from the encoder are then appended with
learned masked tokens to reconstruct masked regions in
depth and RGB input. We equipped our approach with con-
trastive learning and RGB-D matching which are used to
enhance cross-modal correspondence during pre-training.
The objective of contrastive learning is to align the visual
scene and the corresponding depth data by pulling the fea-
ture associated with the RGB patch and its corresponding
depth while pushing away the other depth patches in the cor-
responding depth map. Finally, to further enhance the cor-
respondence, the matching loss predicts whether the RGB-
depth pair is matched (positive) or not matched (negative)
by applying a linear layer followed by softmax on the top of
the encoder features to predict a two-class probability. Our
experiments demonstrate the effectiveness of M33D on a
variety of datasets for video and image understanding. We
pre-train on UCF-101 [57], OR-AR [35] and fine-tune for
video activity recognition, and video action detection re-
spectively. We also pre-train the model with ScanNet [20]
and fine-tune it for semantic segmentation. We also show
the generalizibility of the model on NYUv2 [49] data for
depth estimation besides semantic segmentation. In sum-
mary, the main contributions of our paper are:

• We propose a new self-supervised pre-training ap-
proach called M33D which is equipped with masked
autoencoders and cross-modal training for RGB-D
representation learning. Our method can be applied
to various video and image understanding tasks based
on single view RGB-D image pair or video clips.

• Our approach learns to embed 3D priors without
any camera pose registration, while enhancing the
cross-modal correspondence between RGB and depth
modalities using contrastive learning and matching
loss.

• We demonstrate the efficacy of M33D for current ViT
backbones on variety of video (UCF-101, OR-AR
surgical dataset) and image understanding (ScanNet,
NYUv2) datasets.

• We further evaluate our method on low-data regime
and demonstrate its superior data efficiency compared
to current state-of-the-art approaches. Several abla-
tion studies have been conducted and presented here
to prove the effectiveness of various aspects of M33D.

2. Related Work

Our work proposes a self-supervised learning algorithm
for general computer vision tasks. We will review some
of the approaches that are closely related to our approach
from different aspects - Masked Autoencoder based pre-
training for vision transformers, Multi-modal learning and
pre-training by learning 3D priors.

Masked Autoencoder based pre-training for transform-
ers. Self-supervised learning paradigm learns visual fea-
tures based on some pre-text task using large-scale unla-
beled dataset, before fine-tuning for multiple downstream
tasks. Earlier work on pre-text task includes coloriza-
ton [71], jigsaw puzzle [50], and predicting image rota-
tion [28]. Instance-discrimination based learning uses two
different views or augmentations of an image to learn view-
invariant features by pulling them closer in the embed-
ding space while pushing away the negative pair. Sim-
CLR [16], MoCo [69] uses contrastive learning, BYOL [31]
uses online and target network while SwAV [11], Deep-
Cluster [10] uses clustering to discriminate between the
clusters. Recently, the momentum in self-supervised learn-
ing has been shifted towards the masked image modeling
which learns useful representations by learning to recon-
struct the masked image patches. Inspired by the success
in NLP domain such as bidirectional encoder (BERT) [21]
and Generative Pre-Training (GPT) [54], several masked
image prediction methods for pre-training vision transform-
ers have been proposed with various reconstruction targets
such as pixels [4, 15, 24, 25, 33, 66], features [6, 63], dis-
crete tokens via dVAE [9, 74]. They have shown to out-
perform constrastive learning based approaches on various
downstream tasks. One particular approach is MAE [33]
which first masks large portion of the input (e.g., 75%) and
then passes the unmasked patches to the large encoder fol-
lowed by a lightweight decoder that reconstruct the masked
patches. By masking out large portion of input patches, it
accelerates the pre-training of vision transformers. More-
over, these approaches have been extended to the video
domain where most of focus is to design a masking strat-
egy that includes random masking [26], tube masking [60]
and adaptive masking based on motion [41, 58] or a sep-
arate network [8]. On the other-hand, our work proposes
multi-modal masked auto-encoder pre-training by learning
3D priors for several downstream tasks such as video action
detection, video activity recognition, 2D semantic segmen-
tation and depth estimation.

Multi-Modal Learning. It involves training the models
by leveraging data from multiple modalities. The learn-
ing may involve training modality-agnostic unified encoder
or modality-specific encoders using modalties such as im-
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ages and text [2, 13, 19, 39, 42, 59, 68], video and au-
dio [3, 40, 48, 51], video, text and audio [1], and images
and depth [29]. One particular approach is MultiMAE [5]
which extends MAE to multi-modal multi-task settings and
includes depth modality. However, it requires depth dur-
ing the fine-tuning stage as well as semantic segmentation
labels during the pre-training. Our approach doesn’t rely
on semantic segmentation, it only uses depth during the
pre-training and it is not limited to the image domain only.
Please refer to experimental section 4 for more results on
MultiMAE without semantic segmentation modality.

Pre-training by learning 3D priors. There is a recent
surge of learning cross-modal features particularly between
languages and images. CLIP [53] learns visual concepts
from natural language supervision, showing impressive
zero-shot performance for image classification. Pri3D [38]
learns view-invariant and geometry-aware representations
using multi-view consistency during pre-training for 2D im-
age understanding. It leverages constrastive learning for
2D-3D correspondence and embed 3D priors to pre-train
ResNet [34] architectures. However, our approach is more
ubiquitous, it is not limited to 2D image understanding
tasks and doesn’t require camera pose registration across
views. Mask3D [36] proposes a masked auto-encoder based
self-supervised learning for ViT backbones to learn masked
3D priors for 2D image understanding without the recon-
struction of RGB masked patches. In contrast, we for-
mulate a self-supervised pre-training that can operate on
both single-view images and videos and leverages masked
3D prior for several downstream tasks. Our approach also
enhances the cross-modal learning and 2D-3D correspon-
dence with contrastive learning and matching loss during
pre-training which consequently boost the transfer learning
performance.

3. Method
We propose M33D to embed 3D priors, capture modal-

ity complementary feature and learn cross-modal represen-
tation by self-supervised pre-training using a single-view
RGB-D image or a video clip. To learn such priors and
representations, we formulate the problem from Masked au-
toencoder perspective and cross-modal training strategies.

Given the RGB-D input, we first the masked the modal-
ities, and pass them through the modality-specific or
modality-agnostic encoder. The latent representations from
the encoder(s) are then used to reconstruct the masked RGB
and depth input. To learn the cross-modal representations,
we use contrastive learning and matching loss which are
the two most common cross-modal training strategies. The
objective of depth reconstruction task is to embed geomet-
ric awareness into the encoder while cross-modal train-
ing enhances cross-modal representation learning. After

pre-training, the encoder can be fine-tuned for downstream
tasks such video action recognition, 2D semantic segmenta-
tion, depth estimation etc. An overview of our approach is
show in Figure 1. Below, we first explain the masking im-
age modeling strategy from multi-modal input perspective.
Then, we explain two types of cross-modal training strate-
gies: contrastive, and matching loss. Finally, we describe
the overall pre-training pipeline.

3.1. Multi-modal Masked Autoencoder

Our approach is not limited to the images and can be
extended to the videos as well. Please see section 4 for per-
formance on the video downstream tasks. For ease of nota-
tions, we describe our approach with a single-view RGB-D
frame as an input. Given a RGB frame IR of size 3 X H
X W and its corresponding depth map ID of size 1 X H
X W, we first divide them into P x P patches from which
we randomly keep a percentage of patches by masking out
others for both RGB and depth input. P x P patches are pro-
jected to correct dimension using a different linear projec-
tion layer for each modality. Please refer to supplementary
material on masking strategies. We use Conv2d (Conv3d
in case of videos) as a linear projection layer. We then add
positional embeddings and pass the tokens correspond to
the unmasked patches to the modality-specific encoders or
shared encoder between the modalities to get the latent rep-
resentations. We use ViT-B as an encoder. To reconstruct
the masked-out tokens, we use a lightweight shared decoder
based on transformers with two prediction head; one for
each modality. The input to the decoder is the latent rep-
resentations of the unmasked patches and the set of mask
tokens which are actually placeholders for the decoder to
reconstruct the masked patches at the original image reso-
lution. Following [5], we add sine-cosine positional embed-
dings before passing them to the decoder. From the recon-
struction output, we compute the losses only on the masked
tokens.

Reconstruction Losses. Our model has two reconstruc-
tion loss; one for each modality. Following [33], we first
normalize the output patches as well as target patches, and
then used compute the MSE loss between the ground truth
and the predicted pixels.

Lrgb =
1

ω

∑
p∈ω

||IR(p)− ÎR(p)||2 (1)

where p is the token index, ω is the set of masked tokens.
ÎR corresponds to the reconstruction or the prediction of the
model.

Similarly, for depth reconstruction task, we follow Mul-
tiMAE [5] to use L1 loss for image based pre-training. For
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Figure 1. Overview of M33D pre-training. We introduce two self-supervised learning frameworks; Masked Image Modeling and contrastive
learning. For MIM pre-training, we first mask out patches from RGB and depth input and then linearly project the unmasked patches to
tokens with a fixed dimension. The tokens are then encoded using a Transformer encoder. The decoder takes the latent representations from
the encoder and reconstruct the mask-out patches. Finally, we apply contrastive loss and matching loss on the encoded representations to
enable cross-modal correspondence. (Left) M33D pre-training setup for video understanding. (Right) M33D two-stage pre-training setup
for image understanding.

video based pre-training, we use MSE Loss.

Ldepth =
1

λ

∑
m∈λ

||ID(m)− ÎD(m)|| (2)

where m is the token index, λ is the set of masked tokens.
ÎD corresponds to the reconstruction or the prediction of the
model.

3.2. Cross-Modal Representation Learning

Besides pre-training our model using masked image
modeling, we also propose to use two cross-modal training
strategies i.e. RGB-Depth contrastive learning and RGB-
Depth matching. The objective of these strategies is to en-
hance the cross-modal representation learning.

Contrastive Loss. Inspired by the success of contrastive
learning [47, 53], we present our cross-modal contrastive
pre-training. For each RGB-Depth image pair, we use the
latent representations from the transformer encoder. Specif-
ically, we use InfoNCE loss [61] with temperature τ to pre-
train the model. The goal of RGB-D contrastive learning is
to align the RGB patch and the corresponding depth patch
by pulling them closer and repelling unpaired ones apart by
minimizing the similarity with the other patches in the cor-
responding map. Indeed, one can use instance-level con-
trastive learning, but we hypothesize it will fail to capture
high-level information as it is relatively an easy pre-text
task.

Lc = − 1

N

N∑
i=1

log

[
exp(si,i/τ)∑

k ̸=i exp(si,k/τ) + exp(si,i/τ)

]
(3)

where si,j = ∥Xrgb
i ∥T ∥Xd

j ∥ and τ is the temperature.
∥Xrgb

i ∥ and |Xd
j ∥ corresponds to the encoder features for

RGB and depth respectively for a patch i.

Matching Loss. Inspired by video-text matching, we also
propose to use RGB-Depth matching to further enhance the
cross-modal correspondence. It predicts whether the RGB-
Depth pair is matched (positive) or not (negative). Specif-
ically, we reuse the features from the encoder, and then
passed them to the linear layer followed by a softmax clas-
sifier to solve two-class classification problem.

Lm = − 1

M

M∑
i

1∑
t=0

ymit log(q
m
t (Xrgb

i , Xd
i )) (4)

where ymit is sign function which outputs 1 if value of t is
1 else 0. qmt (Xrgb

i , Xd
i ) denotes the probability score of t

from the softmax. M is the total number of RGB-Depth
pairs in the batch. We specifically used this loss for video
based pre-training.

3.3. Pre-training Setup

The final pre-training loss of M33D for video based un-
derstanding is,

Lvideo = αLrgb + βLdepth + γLc + ηLm (5)

2547



where α, β, γ, η are the hyper-parameters tuned dur-
ing pre-training. However, for image based understanding
tasks, we pre-train our model in two-stages as shown in Fig-
ure 1. In the first stage, we pre-train the encoder using con-
trastive loss for few epochs and then in the second stage, we
initialize the weights of the encoder with stage-1 weights,
and then pre-train the encoder and decoder using masked
image modeling.

Lstage1 = Lc (6)
Lstage2 = αLrgb + βLdepth (7)

4. Experiments
M33D aims to learn masked 3D priors to embed to ViT

backbones and enhance the fine-tuning performance with
further cross-modal learning using contrastive learning and
matching loss. In this section, we first briefly describe the
experimental setup for pre-training stage. Then, we provide
a transfer study to measure the effectiveness of our approach
across various downstream tasks. Moreover, we show the
data-efficient nature of our approach by evaluating it under
low-data regime setting. Finally, we present some ablation
studies to study the effectiveness of each component in our
approach.

4.1. Experimental Setup

Pre-train: We use vision-transformer base (ViT-B) as a
encoder for all the experiments. For video activity recog-
nition, we pre-train the model on UCF-101 [57] dataset,
one of the benchmark datasets for video action recogni-
tion. We use monodepth2 [30] to extract the depths from
the videos as original dataset contains RGB videos only.
Please refer to [30] for more details on the approach. We
use a lightweight decoder which consists of 4 blocks follow-
ing VideoMAE [60]. We initialize the model weights with
network weights trained on Kinetics-400 [43]. To main-
tain the self-supervised paradigm, we initialize the model
with weights obtained by self-supervised Kinetics-400 pre-
training [60]. We also show the efficacy of our approach
by pre-training it from scratch. For surgical video action
detection, we pre-train the model on OR-AR [35] dataset
which consists of 820 full videos each having 9 temporal
workflow phase labels. This dataset is collected using ToF
cameras placed in two operating rooms in a single hospital.
For 2D image understanding task, we pre-train the model
on the ScanNet [20] dataset. ScanNet contains 2.5M RGB-
D frames from 1513 video sequences. We regularly sample
every 25th frame without any filtering during pre-training.
We initialize the encoder weights with the self-supervised
ImageNet pre-training [33]. Please refer to the supplemen-
tary material for details on datasets, pre-training and hyper-
parameters.

4.2. Results

4.2.1 Fine-tuning for video action recognition

We fine-tune M33D based ViT-B encoder on UCF-101. Ta-
ble 1 shows the top-1 accuracy comparison with the recent
state-of-the-art video based pre-training approaches. It can
be seen from the table that our approach achieves 96.3%
top-1 accuracy outperforming all the baselines including
VideoMAE [60] which shows the effectiveness of leverag-
ing RGB-D data to embed 3D priors for video understand-
ing. Moreover, we also report the results when we pre-train
the model from scratch. Although, it achieves the same
performance as VideoMAE, M33D is computationally less
expensive than VideoMAE as it requires less epochs and
higher masking ratio during pre-training. For fair compar-
ison, we also report the performance of VideoMAE when
it is pre-trained for less epochs with higher masking ratio
(e.g. 0.90). It is clearly seen from the table that our ap-
proach outperforms VideoMAE under the same pre-training
epochs and masking ratio. To the best of our knowledge,
M33D provides the first ViT-B backbone that is pre-trained
from scratch under self-supervision using RGB-D for video
action recognition. It is worth mentioning that the depth
maps are extracted from an off-the-shelf model and we hy-
pothesize that the performance will further enhance with an
improved depth estimation model or readily available depth
data.

4.2.2 Fine-tuning for surgical video action detection

We fine-tune M33D based ViT-B encoder on OR-AR, a
benchmark dataset for surgical video action detection. Ta-
ble 2 shows the results compared to the recent state-of-
the-art video based masked autoencoder pre-training ap-
proaches. Following common practice [35, 56], we report
the mean average precision (mAP). Our approach consis-
tently outperforms the existing video based MAE models on
low-data regime. More specifically, M33D achieves 80.90
mAP when fine-tuned using 5% labeled data which also
shows that it is a more data-efficient learner than Video-
MAE. Moreover, we report the results of VideoMAE when
it is initialized using Kinetics-400 pre-trained weights. The
weights can be found from VideoMAE’s github reposi-
tory. Similar to video action recognition, it is the first
multi-modal based transformer for surgical action detec-
tion which shows the effectiveness of the M33D on datasets
in the medical domain. Finally, we report the results of
Spatio-temporal MAE [26] with different masking strate-
gies such as random, frame, etc. and they are termed as
MAE-Random, MAE-Frame in the table.
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Methods Masking ratio Backbone Pre-train Epochs Dataset Frames Top-1
Scratch - ViT-B UCF-101 16 51.4

OPN [44] - VGG UCF-101 N/A 59.6
VCOP [67] - R(2+1)D UCF-101 N/A 72.4
CoCLR [32] - S3D-G UCF-101 32 81.4
Vi2CLR [22] - S3D UCF-101 32 82.8
CoCLR [32] - S3D-G Kinetics-400 32 87.9
Vi2CLR [22] - S3D Kinetics-400 32 89.1
MoCov3 [17] - ViT-B UCF-101 16 81.7

VideoMAE [60] ViT-B - Kinetics-400 16 96.0†

M33D 0.90 ViT-B 100 Kinetics-400 + UCF-101 16 96.3
VideoMAE [60] 0.75 ViT-B 800 UCF-101 16 90.1
VideoMAE [60] 0.90 ViT-B 3200 UCF-101 16 90.7
VideoMAE [60] 0.75 ViT-B 3200 UCF-101 16 91.2

M33D 0.90 ViT-B 800 UCF-101 16 91.1

Table 1. Video action recognition accuracy on UCF-101 [57]. † means we re-run the code using the original repository provided by
VideoMAE.

Methods Masking ratio Backbone Pre-train 5% 10% 20% 100%
MaskFeat [63] 0.90 MViT-S Kinetics-400 62.35 78.88 - -

MAE-Random [26] 0.90 ViT-B Kinetics-400 64.66 81.48 84.93 94.8
MAE-Random [26] 0.90 ViT-B OR-AR 66.58 81.87 84.97 96.3
MAE-Frame [26] 0.90 ViT-B OR-AR 63.44 78.89 81.45 -
VideoMAE [60] 0.90 ViT-B OR-AR 65.57 81.74 83.89 94.9
VideoMAE [60] 0.90 ViT-B Kinetics-400 + OR-AR 70.93 83.73 86.33 95.9

M33D 0.90 ViT-B Kinetics-400 + OR-AR 80.90 85.31 89.88 96.1

Table 2. Comparison of M33D with the other state-of the art methods under different data-regime setting on the OR-AR
dataset [35].

Methods Reconstruction task Backbone Pre-train Fine-tune Modality mIoU
Scratch - ViT-B None RGB 32.6

MultiMAE* [5] RGB + Depth ViT-B ImageNet+ScanNet RGB 64.0
Pri3D [38] ViT-B ImageNet+ScanNet RGB 59.3
Pri3D [38] - ResNet-50 ImageNet+ScanNet RGB 60.2
DINO [12] - ViT-B ImageNet+ScanNet RGB 58.1
MAE [33] RGB ViT-B ImageNet RGB 64.8
MAE [33] RGB ViT-B ImageNet+ScanNet RGB 64.5

Mask3D [36] Depth ViT-B ImageNet+ScanNet RGB 66.0
Mask3D [36] RGB + Depth ViT-B ImageNet+ScanNet RGB 65.5

M33D RGB + Depth ViT-B ImageNet+ScanNet RGB 67.3
MultiMAE [5] RGB + Depth + Segmentation ViT-B ImageNet RGB 66.4

Table 3. ScanNet Semantic Segmentation. M33D outperforms Mask3D and other state-of-the-art approaches that leverage RGB-D data
during pre-training.

Methods Reconstruction task Backbone Pre-train Fine-tune Modality mIoU
MultiMAE* [5] RGB + Depth ViT-B ImageNet+ScanNet RGB 49.1

MAE [33] RGB ViT-B ImageNet RGB 46.9
MAE [33] RGB ViT-B ImageNet+ScanNet RGB 48.3

Mask3D [36] Depth ViT-B ImageNet+ScanNet RGB 50.5
M33D RGB + Depth ViT-B ImageNet+ScanNet RGB 51.2

MultiMAE [5] RGB + Depth + Segmentation ViT-B ImageNet RGB 51.5†

Table 4. NYUv2 Semantic Segmentation. M33D outperforms state-of-the-art approaches that leverage RGB-D data during pre-training.
It demonstrate the effectiveness in transferring to out-domain dataset. † means we re-run the code using the original repository provided
by MultiMAE.

2549



4.2.3 Fine-tuning for 2D semantic segmentation

In this section, we show that our pre-training approach is
capable of transferring the learned representations to the
2D image understanding tasks by performing the 2D se-
mantic segmentation task. Following MultiMAE [5], we
use segmentation head based on ConvNext architecture [46]
on top of the ViT-B encoder. We use mean Intersection
over Union (mIoU) as an evaluation metric. For fine-
tuning, we sample every 100th frame, resulting in 20,000
training images and 5000 validation images which is com-
mon protocol of the ScanNet benchmark [20]. Table 3
shows the results compared to the recent state-of-the-art
pre-training approaches for ScanNet semantic segmenta-
tion. It can be observed from the table that M33D sig-
nificantly outperforms Mask3D [36] (+1.3 mIoU), a state-
of-the-art approach. More notably, our approach improves
over MAE [33] which is also pre-trained with ImageNet and
ScanNet (+2.8 mIoU). Moreover, compared to Pri3D [38],
a 3D-based pre-training method, our approach outperforms
by a significant margin of 7.1 mIoU which shows that multi-
view based 3D pre-training does not effectively embed 3D
priors to ViT backbones, rather degrades the performance
compared to ResNet backbone. Furthermore, we also re-
port the results of MultiMAE [5] when it is pre-trained
on ScanNet and it is denoted as MultiMAE* in the table.
For fair comparison, we only use RGB and depth as the
reconstruction task. We observe that M33D outperforms
MultiMAE* by a margin of 3.3 mIoU as well as origi-
nal MultiMAE . Finally, we demonstrate the generalizabil-
ity of M33D across datasets by fine-tuning the pre-trained
model on NYUv2 [49] following the same setup. Table 4
shows the results compared to the recent state-of-the-art
pre-training approaches for NYUv2 semantic segmentation.
We draw the same observation that our pre-trained approach
outperforms the competing baselines showing how well it
transfers across datasets.

4.2.4 Fine-tuning for depth estimation

In this section, we study how M33D transfers the repre-
sentation to the dense regression tasks. We use NYUv2
for the depth estimation and report δ1 on the NYUv2 test
set. δ1 is the percentage of pixels that have an error ratio
(max{ ŷp

yp
,
yp

ŷp
}) below 1.25 [23]. Following MultiMAE, we

use DPT [55] as dense prediction head on the top of the
ViT encoder. Table 5 shows that M33D outperforms recent
state-of-the-art approaches including MultiMAE, Mask3D.
Notably, it outperforms CroCo [64] which is a cross view
completion pre-training strategy based on MIM specifically
designed for 3D vision tasks with 86.7% vs 85.6%. Al-
though our approach is marginally outperforming original
MultiMAE, but we want to reiterate that it is pre-trained
with three different tasks. Moreover, when multiMAE is

Figure 2. M33D is a data-efficient learner. We compare to the
recent state-of-the-art pre-training approaches on ScanNet 2D se-
mantic segmentation under limited labeled data scenarios. No-
tably, our approach improves +2.7% mIoU over Mask3D [36] at
20% training data.

pre-trained on ScanNet with RGB and depth only, the per-
formance drops to 85.3%.

4.3. Data-Efficient Learner

We fine-tune M33D based ViT-B encoder on ScanNet for
2D semantic segmentation mainly under low-data regime
setting to study how data-efficient learner our approach is.
Figure 2 shows that our approach consistently outperforms
the competing approaches by a considerable margin across
different percentage of available labeled training data. It is
worth mentioning that M33D recovers more than 80% per-
formance of the full labeled training set performance when
fine-tune with only 20% of training data.

4.4. Ablation studies

In this section, we perform in-depth ablation studies on
ScanNet 2D semantic segmentation.

Effect of masking ratio during pre-training. We study
the influence of masking ratio and report the results in Ta-
ble 6 on ScanNet semantic segmentation. It is clearly shown
from the table that by masking more patches in RGB and
depth modality, M33D achieves the best performance.

Without ImageNet Initialization. We observe a perfor-
mance drop when the model is not initialized using Ima-
geNet pre-trained weights in the pre-training stage as shown
in Table 7. Because ScanNet has a relatively small amount
of indoor data, so it’s harder to pre-train the ViT backbones
from scratch. Since, ImageNet weights are readily avail-
able, so we initialize our models with it following [36, 38].
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Methods Reconstruction task Backbone Pre-train Fine-tune Modality δ1
MultiMAE [5] RGB + Depth ViT-B ImageNet+ScanNet RGB 85.3

MAE [33] RGB ViT-B ImageNet RGB 85.1
Mask3D [36] Depth ViT-B ImageNet+ScanNet RGB 85.4
CroCo [64] RGB + Depth ViT-B Habitat RGB 85.6

MultiMAE* [5] RGB + Depth + Segmentation ViT-B ImageNet RGB 83.0
M33D RGB + Depth ViT-B ImageNet+ScanNet RGB 86.7

MultiMAE [5] RGB + Depth + Segmentation ViT-B ImageNet RGB 86.4

Table 5. NYUv2 Depth Estimation. M33D outperforms Mask3D and other state-of-the-art approaches that leverage RGB-D data during
pre-training. It demonstrate the effectiveness in transferring to dense prediction task for out-domain dataset.* means the number are
reported from CroCo [64] paper.

RGB ratio Depth ratio mIoU
20.0% 20.0% 65.5
20.0% 50.0% 65.4
20.0% 80.0% 65.4
50.0% 20.0% 66.0
50.0% 50.0% 65.3
80.0% 20.0% 66.1
80.0% 80.0% 67.3

Table 6. We study the effect of different masking ratio for RGB
and depth input on ScanNet 2D semantic segmentation where each
ratio indicates the percentage of masked patches.

Method Backbone mIoU
Train from Scratch ViT-B 32.6

Mask3D [36] ViT-B 41.3
M33D ViT-B 42.5

Table 7. Results on ScanNet 2D semantic segmentation without
ImageNet initialization during pre-training.

Loss Backbone mIoU
w/out contrastive loss ViT-B 65.5

w/out RGB task ViT-B 66.8
M33D ViT-B 67.3

Table 8. Results on on ScanNet 2D semantic segmentation by
pre-training without different loss functions.

Effect of each loss function. We also study the effect
of loss functions during pre-training and report the perfor-
mance on ScanNet 2D semantic segmentation. We com-
pare the performance of model without contrastive loss and
without RGB reconstruction task. The results are reported
in Table 8. From the results, we observe that contrastive
loss overall improves the mIoU compared to Mask3D which
suggests that cross-modal learning is an important compo-
nent besides Masked Image Modeling.

Figure 3. Qualitative Results on ScanNet. We visualize the pre-
dictions of various approaches on 2D Semantic Segmentation task.

5. Conclusion

In this paper, we present M33D, a new self-supervised
pre-training technique with two main functions: (1) learn-
ing to embed geometric priors into 2D representations using
Masked Image Modeling, (2) learning cross-modal repre-
sentations in RGB-D data using contrastive learning. M33D
is a general pre-training method applicable to a variety of
image/video understanding tasks, doesn’t require camera
registration between multi-view input as found in recent
self-supervised approaches such as Pri3D, and works well
in low-data regime. Our extensive experiments on down-
stream tasks such as video action recognition, video action
detection, 2D semantic segmentation and depth estimation
show the superiority of M33D compared to current state-
of-the-art 2D representation learning approaches. Future
work includes extending the approach to applications with
datasets that have more than two modalities.
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