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Abstract

Image-level weakly-supervised semantic segmentation
(WSSS) reduces the usually vast data annotation cost by
surrogate segmentation masks during training. The typical
approach involves training an image classification network
using global average pooling (GAP) on convolutional fea-
ture maps. This enables the estimation of object locations
based on class activation maps (CAMs), which identify the
importance of image regions. The CAMs are then used to
generate pseudo-labels, in the form of segmentation masks,
to supervise a segmentation model in the absence of pixel-
level ground truth. Our work is based on two techniques
for improving CAMs; importance sampling, which is a sub-
stitute for GAP, and the feature similarity loss, which uti-
lizes a heuristic that object contours almost always align
with color edges in images. However, both are based on
the multinomial posterior with softmax, and implicitly as-
sume that classes are mutually exclusive, which turns out
suboptimal in our experiments. Thus, we reformulate both
techniques based on binomial posteriors of multiple inde-
pendent binary problems. This has two benefits; their per-
formance is improved and they become more general, re-
sulting in an add-on method that can boost virtually any
WSSS method. This is demonstrated on a wide variety of
baselines on the PASCAL VOC dataset, improving the re-
gion similarity and contour quality of all implemented state-
of-the-art methods. Experiments on the MS COCO dataset
further show that our proposed add-on is well-suited for
large-scale settings. Our code implementation is available
at https://github.com/arvijj/hfpl.

1. Introduction
Recent years have witnessed significant advancements in

deep learning methods, impacting many computer vision
tasks, including semantic segmentation. Automatic image
segmentation has proven useful in many applications, in-
cluding autonomous driving [9], video surveillance [12],
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Figure 1. Region similarity vs. contour quality. The arrows repre-
sent improvements from our proposed approach, which boosts the
performance of five state-of-the-art methods. The results are five-
run averages, which required reimplementation of all methods.

and medical image analysis [28]. Although remarkable re-
sults have been achieved by fully-supervised segmentation
frameworks, the utilization of large datasets with pixel-wise
annotated images necessitates a significant manual labeling
effort, which increases with the dataset size. To address
this challenge, weakly-supervised semantic segmentation
(WSSS) aims to alleviate the labelling effort by other al-
ternatives, such as image-level labels [33], bounding boxes
[10], scribbles [24], and points [4]. Out of all the available
options, image-level classification labels are the most cost-
effective and can be obtained from various sources, making
them the most popular choice, and addressed in this work.

WSSS with image-level supervision aims to produce
pseudo-masks for images from classification labels only.
For this purpose, class activation maps (CAMs) [38] are ex-
ploited in many methods. While this approach has been
shown to have a remarkable ability for localization, it does
not take the object shape into account. This leads to ac-
tivation mostly around discriminative regions and overly
smooth CAMs, without well-defined prediction contours.
This is due to the nature of global average pooling, where
all the pixels in the image are treated as the same category,
which is problematic in background areas. In the particular
case of SEAM [33], two complementary techniques have
been proposed to overcome this drawback [16]: (1) The
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Figure 2. Illustration of how our improved feature similarity loss improves an initial CAM.

importance sampling loss (ISL), which applies the classi-
fication loss to pixels sampled from a distribution based on
the CAM; (2) the feature similarity loss (FSL), which aligns
prediction contours with edges in the image. However, they
are based on the multinomial posterior with softmax, and
implicitly assume that classes are mutually exclusive, which
we find is suboptimal. We aim to address this drawback.

The mutual exclusivity assumption for ISL and FSL is
suboptimal for two reasons: (1) It is violated in practice, as
the losses are applied to downsampled CAMs, where a sin-
gle pixel represents a larger image region. Thus, two classes
can share the space occupied by a single pixel, especially
near class borders. (2) The techniques do not easily gen-
eralize beyond the SEAM baseline, as most methods treat
the classes independently based on the sigmoid activation.
Moreover, some methods do not explicitly model the back-
ground, which is necessary for ISL with softmax, as the
foreground probability otherwise sums to 1 in every pixel.

To solve both issues at once, we model multiple binary
problems, with independent binomial posteriors for each
class. We find that, as no assumption is made on class co-
occurrences, the performance is improved. Figure 2 high-
lights our improved FSL, where foreground and background
are fully decoupled for an initial coarse CAM. Addition-
ally, as this approach aligns with the majority of WSSS
methods, our proposed method generalizes seamlessly, and
boosts the performance of all tested state-of-the-art base-
lines, as shown in Fig. 1. Compared to the approach in the
short paper [16], our contributions are three-fold:
• We analyse the weaknesses of the multinomial-based ap-

proach in [16] that limit performance and generality, re-
stricting the method to the SEAM baseline.

• We model the independent binomial posteriors as op-
posed to the multinomial posterior, to formulate an add-
on method that generalizes to virtually any baseline.

• In extensive ablations and experiments, we verify the
choices in our approach and show that it improves sev-
eral state-of-the-art methods on the common mIoU and
the complementary contour quality, as shown in Fig. 1.

2. Related work
Types of weak supervision. Full supervision of seman-

tic segmentation requires pixel-wise annotations, which are
difficult to acquire and can suffer from inaccuracies. There-
fore, it is of interest to investigate weak supervision that

requires less manual labeling. Bounding boxes are a natu-
ral substitute for pixel-wise labels, and are exploited in dif-
ferent works [10, 17, 22, 29]. Inspired by interactive image
segmentation, scribbles [24, 32] and points [5] have been
used to ease the annotation. Image classification labels [38],
which are the easiest to acquire, are also the most common.

Pseudo-label generation from image classification la-
bels constitutes a core part of WSSS. Zhou et al. [38] intro-
duced class activation maps (CAMs) by revisiting the global
average pooling (GAP) layer in classification networks, and
showed that they had a remarkable localization ability, de-
spite being trained with only classification labels. However,
CAMs usually only activate over sparse discriminative re-
gions. Subsequent works aim to overcome this drawback.
Kolesnikov et al. [18] introduced a global weighted rank
pooling to replace GAP, and a constrain-to-boundary loss
to learn precise boundaries during training. Wei et al. [34]
proposed an adversarial erasing approach to mining and ex-
panding object regions continuously. Huang et al. [14] uti-
lized the classical seeded region growing method to expand
the discriminative regions to cover the entire objects. Lee et
al. [20] proposed FickleNet using dropout to stochastically
select hidden units, allowing a single network to generate
localization maps for different object parts. Wang et al.
[33] proposed a self-supervised equivariant attention mech-
anism (SEAM) by imposing consistency regularization in a
siamese network. Closely related to our work, Jonnarth and
Felsberg [16] performed importance sampling as a substi-
tute for GAP, and introduced an auxiliary feature similarity
loss as additional supervision for SEAM [33]. The main dif-
ferences are: (1) We analyse the weaknesses that limit their
performance and generality; (2) we model the binomial as
opposed to the multinomial posterior; (3) we generalize ISL
and FSL beyond SEAM, to virtually any baseline.

Pseudo-label refinement methods enhance the pseudo-
masks based on the CAMs. Ahn et al. [2] proposed Affini-
tyNet that predicts class-agnostic pixel-level semantic affin-
ity. They further explored inter-pixel relations (IRN) [1],
where confident seed areas are identified, and propagated
via random walk. Chen et al. [6] explored object boundaries
explicitly and used the explored boundaries to constrain the
localization map propagation. Lee et al. [21] introduced an
anti-adversarial technique to manipulate images for increas-
ing its classification score. Krähenbühl and Koltun [19]
proposed a refinement method based on conditional random
fields (CRF), which is commonly used in WSSS.
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3. Preliminaries
3.1. The weakly-supervised segmentation task

We consider the image-level weakly-supervised seman-
tic segmentation (WSSS) task. As opposed to the fully su-
pervised case, no pixel-wise annotations are used for train-
ing. Given a dataset of images and corresponding image-
level labels, we aim to train a model that predicts the se-
mantic class for every pixel in an image. Commonly, this
is achieved by first training a multi-label classification net-
work, from which pseudo-labels are generated, commonly
based on CAMs [33]. Optionally, a pseudo-label refine-
ment method is applied [2]. Finally, a segmentation model
is trained in the fully-supervised setting, where the pseudo-
labels are used as ground truth. Our contributions focus on
the first stage of generating high-fidelity pseudo-labels.

3.2. Class activation maps

Class activation maps (CAM) of different forms have
become a core component in the majority of weakly su-
pervised segmentation methods [7, 8, 33]. Zhou et al. [38]
introduced the CAM concept, and showed that classifica-
tion networks that use a global average pooling (GAP) layer
posses the ability to localize objects without any supervi-
sion on their locations, such as bounding boxes or segmen-
tation masks. In their network architecture, they perform
GAP on the feature map fk(i, j) over the spatial coordinates
i and j for each channel k, where fk(i, j) is the output of
the final convolutional layer. They then apply a single fully
connected layer with weights w, and thus, the image-level
score for class c is

Uc =
∑
k

wc
k

∑
i,j

fk(i, j) =
∑
i,j

∑
k

wc
kfk(i, j). (1)

The weight wc
k can be seen as the importance of feature k

on class c. Thus, they formulate the CAM as

Mc(i, j) =
∑
k

wc
kfk(i, j), (2)

which is the weighted sum over the features, and directly
indicates the importance at spatial grid position (i, j) [38].

Since CAMs provide the ability to localize objects us-
ing only classification labels, they are a natural choice for
weakly supervised segmentation. However, most WSSS
methods modify the original CAM, by removing the fully
connected layer, and explicitly represent the output of the
final convolutional layer as the spatial class score sc(i, j),
with the same number of channels, C, as there are classes
[7, 33, 36]. In this case, the CAM is equivalent to sc. GAP
is then applied to sc to get the image-level class score

Sc =
∑
i,j

sc(i, j). (3)

Furthermore, in WSSS, the CAMs are usually normalized
to the range [0, 1] for pseudo-label generation. A common
method involves ReLU and max normalization [7, 33, 37]

rc(i, j) =
ReLU(sc(i, j))

maxm,n ReLU(sc(m,n))
, (4)

which we refer to as max-normalized CAMs.
A third option for creating CAMs is to model the pixel-

wise multinomial posterior, prior to global pooling [16].
The normalized CAMs are computed using softmax

ac(i, j) =
esc(i,j)∑C
k=1 e

sk(i,j)
∼= Pr(zc(i, j) = 1|x), (5)

given image x, where C is the number of classes, zc(i, j)
is the true class label, which is 1 if class c occupies po-
sition (i, j), or 0 otherwise. This is useful in the fully-
supervised case, as the posterior can be directly supervised
using ground-truth masks in full image resolution.

3.3. Importance sampling loss

Recently, importance sampling has been proposed as
a substitute for global pooling during weakly supervised
training [16]. It aims to solve the problem of global max
pooling (GMP), which mainly targets the most discrimi-
native region of an object. The authors in [16] model the
multinomial posterior as in (5), and define a probability
mass function over pixel coordinates (i, j);

pc(I, J |x) = Pr(I = i, J = j|x, c) = ac(i, j)/Z(ac),
(6)

where Z(ac) =
∑W

m=1

∑H
n=1 ac(m,n) is a normalizing

constant for an image of width W and height H . A pixel
is then drawn from this distribution for each class, and the
image-level prediction ỹ is computed as

ỹc = ac(̂ı, ȷ̂), (̂ı, ȷ̂) ∼ pc(I, J |x). (7)

Finally, the importance sampling loss (ISL) is the binary
cross-entropy loss of the sampled prediction

Lis(y, ỹ) = − 1

C

C∑
c=1

yc log ỹc + (1− yc) log(1− ỹc), (8)

where y is a vector of the image-level classification labels,
and yc is the label for class c, which is 1 if class c is present
anywhere in the image, and 0 otherwise.

3.4. Feature similarity loss

Empirically, objects are in most cases separated from one
another, or the background, by a color edge. Jonnarth and
Felsberg [16] encapsulate this prior knowledge into the self-
supervised feature similarity loss function

Lfs(a, x) = − 1

HW

H·W∑
i,j=1

wijg(ai, aj)f(δ(xi, xj)), (9)
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which aligns the prediction contours with edges in the im-
age. It is a function of the posterior a ∈ [0, 1]H×W×C in
(5), and the RGB image x ∈ [0, 1]H×W×3. Note that the
spatial indexing differs from above. Similar to [16], a sin-
gle index is used for both of the spatial coordinates. The
loss term sums over all pixel pairs, and consists of three
components. First, a Gaussian spatial weight is computed

wij =
1

2πσ2
exp

(
−||pi − pj ||22

2σ2

)
, (10)

where pi is the two-dimensional position vector for pixel i.
This assigns a higher importance to nearby pixel pairs. Very
distant pairs are disregarded, as little to no conclusion can
be drawn about their semantic affinity, solely based on color
information. The second component is a gating function

g(ai, aj) =
1

2
||ai − aj ||22, (11)

which is the distance between the posteriors of pixels i and
j. The final component is a pixel dissimilarity function

f(δ) = tanh

(
µ+ log

(
δ

1− δ

))
, (12)

δ(xi, xj) =
||xi − xj ||1

3
, (13)

which maps two RGB pixel values to a dissimilarity score
in [−1, 1]. See Fig. 3 for an illustration of FSL.

The gradient is only propagated through g, as a is the
network output. The weight wij controls the magnitude of
the loss, while f controls the sign. A pair of similar pixels
induces a positive loss, which is minimized by equal predic-
tions. The opposite is true for dissimilar pixels. However,
if the predictions are equal to begin with, then ∇Lfs = 0,
allowing consistent predictions over heterogeneous image
regions. The two parameters σ and µ are learned [16].

4. Modeling the binomial posterior
In this section, we first explain the problem of modeling

the multinomial posterior for ISL and FSL, and proceed to
present our binomial-based approach.

4.1. The limits of multinomial-based ISL and FSL

The multinomial posterior in (5), as used in the original
ISL and FSL [16], assumes that classes are mutually ex-
clusive, i.e. that only a single class can be present in each
pixel. This assumption is reasonably sound in sufficiently
high image resolution, where a single pixel is small enough
to only house a single class, for all intents and purposes. Al-
though, it may still be violated, e.g. at class borders where
the pixel-grid does not align with the object contours, or
for distant objects where the size of an object is only a few
pixels. However, the assumption becomes entirely void in

Figure 3. Illustration of the feature similarity loss (FSL).

downsampled CAMs, where the losses are applied, due to
the fact that they are usually computed in a much lower res-
olution compared to the original input images, as a result of
a fixed input size and downsampling layers in the network.
This means that the assumption is not made on the pixel-
level, but in fact, within a small region defined by the final
downsampling scale factor. In summary, the mutual exclu-
sivity assumption does not hold in practice. This leads to a
loss in performance, as can be seen in Tab. 4.

Moreover, ISL and FSL cannot easily be applied to
stronger baselines than SEAM [33], since most methods
compute independent class scores [23, 31], and use GAP
according to (3). We found in our initial experiments that
enforcing a multinomial posterior estimation with (5) re-
sulted in performance degradation for other baselines. A
likely explanation is that, as (5) changes the characteristics
of the learned CAMs [16], optimal hyperparameter values
are affected. In fact, Jonnarth and Felsberg [16] found it
necessary to heavily modify the background parameter α
for AffinityNet [2] label generation, since the CAM char-
acteristics had changed. Similarly, hyperparameter values
inherent to other baselines may also need to be adapted.

We argue that ISL and FSL would benefit from relax-
ing the mutual exclusivity assumption. Instead of looking
at the multinomial, we consider the C-fold binary problem,
which constitutes modeling C independent binomial pos-
teriors. We aim to adapt ISL and FSL based on this new
formulation, so that they can be seamlessly implemented as
add-on methods to any previous or future method, without
any major modifications to the underlying baselines. Note
that, in the case of unbalanced training data, the multiple
binomial predictors are assumed to be calibrated, e.g. by
means of logit-adjustment [3, 27].

4.2. Binomial-based importance sampling loss

A natural approach is to interpret the class scores, sc,
as log-odds, or logits, and model the pixel-wise binomial
posterior using the sigmoid function, which is given by

bc(i, j) =
esc(i,j)

1 + esc(i,j)
∼= Pr(zc(i, j) = 1|x). (14)

The sampling distribution is attained in a similar manner as
for the multinomial posterior case, namely

pc(I, J |x) = bc(i, j)/Z(bc). (15)
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We sample the binomial b̃c = bc(̂ı, ȷ̂), where (̂ı, ȷ̂) ∼ pc,
and the final loss is thus computed as Lis(y, b̃) using (8).

Moreover, importance sampling has been shown to be
superior to GMP [16]. However, Zhou et al. [38] found that
while GMP achieves similar classification performance as
GAP, GAP outperforms GMP for localization. Thus, we de-
fine the final classification loss as a convex combination of
the importance sampling loss and the binary cross-entropy
loss, Lce, based on GAP, similarly to how the original au-
thors used GMP. Our combined classification loss is

Lcls = (1− λ)Lce + λLis, (16)

Lce = − 1

C

C∑
c=1

yc logBc + (1− yc) log(1−Bc), (17)

where Bc = exp(Sc)/(1 + exp(Sc)) is the image-level
GAP-based posterior estimate based on Sc in (3).

Finally, to improve stability, we propose to sample mul-
tiple pixels per class, and average their loss contributions.
We write the multi-sample importance sampling loss as

LN
is =

1

N

N∑
n=1

Lis(y, b̃
(n)), (18)

where N is the number of samples drawn per class, and b̃(n)

for n = 1, ..., N are prediction vectors of length C, contain-
ing independently drawn samples. Figure 4 illustrates the
difference between GMP, GAP, and multi-sample ISL.

4.3. Binomial-based feature similarity loss

The mutual exclusivity assumption made when model-
ing the multinomial posterior influences the feature simi-
larity loss. For dissimilar pixels, not only are the predic-
tions pushed apart between pixels, but also between classes.
Thus, the predicted class distribution will tend towards a
one-hot vector [16]. Based on the argument in Sec. 4.1, i.e.
that multiple classes can occupy the same pixel, we argue
that classes should be handled independently when reason-
ing about their contours. In fact, we believe that this rea-
soning is even more important at class borders, where two
classes are likely to occupy the same pixel, especially in
downsampled CAMs where FSL is applied.

Thus, we adapt FSL for binomial modeling according to
(14), where the classes are considered independently, in the
absence of softmax. We consider three different inputs to
the gating function g in place of the multinomial posterior
a: The raw scores s, the binomial b in (14), and the max-
normalized CAM r in (4). A closer look at the gradients of
g in (11) reveals that, when using the scores s directly,

∂g(si, sj)

∂si,c
= si,c − sj,c. (19)

Figure 4. Illustration of global pooling methods. Top to bottom;
max pooling, average pooling, multi-sample importance sampling.

The gradient is proportional to the score difference. For dis-
similar pixels, g is maximized, which leads to divergence, as
the gradients increase indefinitely. The gradient is bounded
for the binomial posterior b, we get∣∣∣∣∂g(bi, bj)∂si,c

∣∣∣∣ = ∣∣∣∣(bi,c − bj,c)
esi,c

(1 + esi,c)2

∣∣∣∣ (20)

≤ esi,c/(1 + esi,c)2 ≤ 1/esi,c . (21)

The same is true for r. Assuming si,c ≥ 0, we get∣∣∣∣∂g(ri, rj)∂si,c

∣∣∣∣ = ∣∣∣∣(ri,c − rj,c)
1

maxm(sm,c)

∣∣∣∣ (22)

≤ 1/maxm(sm,c). (23)

Since the gradients are bounded for b and r, the scores do
not diverge out of control whenever the prediction differ-
ence is large. Note that for r, if si,c < sj,c the score si,c will
decrease towards 0, and if si,c < 0 the gradient is 0. This
means that if the model predicts that a class is absent, i.e.
the score is negative, the contours are disregarded. There is
no analogous lower score bound for b. Therefore, we use r
for our experiments. This choice is verified in an ablation.

Furthermore, since the classes are considered indepen-
dently, it no longer makes sense to compute the loss over
classes that are not present. Their scores should be mini-
mized over the entire image, which is handled by the classi-
fication loss. Enforcing prediction contours may only hurt
performance, so we mask out these classes and only apply
FSL on classes that are present in the image.

Finally, we find suitable FSL parameters and keep them
fixed for all experiments, in contrast to learning them in
[16], as this can lead to trivial solutions. For instance, the
gradient with respect to µ is always negative, so µ will only
increase during training. This might yield inconsistent re-
sults if the training time is changed, e.g. for large datasets
with more gradient steps. We optimize Lfs alone over ini-
tial Gaussian CAMs. In the spirit of WSSS, we only use one
image per class to reduce the required ground-truth masks.
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The resulting parameter values were µ = 2.5 and σ = 5.
For further details, see the supplementary material.

5. Experiments

5.1. Implementation details

Datasets. We test our approach on two datasets; PAS-
CAL Visual Object Classes (VOC) [11], and the larger MS
Common Objects in Context (COCO) [25]. VOC contains
1,464 training images, 1,449 validation images, 1,456 hold-
out test images, and includes 20 foreground classes. Fol-
lowing the common practice, we include additional training
data from SBD [13], increasing the number of training im-
ages to 10,582. For COCO, we use the 2014 train-validation
split, which contains 82,783 training images, 40,504 valida-
tion images, and includes 80 classes. Note that, although
pixel-level segmentation ground truth is available for the
training and validation sets, they are not used for training.

Evaluation metrics. For evaluation, we use two com-
plementary metrics as in [16]. (1) Region similarity, J ,
which is commonly used in WSSS. It compares segmenta-
tion masks in terms of the Jaccard index [15], which is the
mean intersection over union (mIoU). (2) We complement
this by also evaluating the contour quality, F , drawing in-
spiration from the well-established DAVIS benchmark for
video object segmentation [30]. This is the F-score com-
puted on the segmentation mask contours, which is effi-
ciently approximated using morphological operations to ac-
cumulate bipartite matches of the boundaries between the
predicted and ground-truth masks. Finally, we compute a
combined metric, J&F , which is simply an average of J
and F . Mean and standard deviation is reported over five
runs whenever confidence intervals are given. Note that this
required reimplementation of all methods, as confidence in-
tervals are not commonly reported in the WSSS literature.

Training details. Since we apply ISL and FSL to a wide
variety of state-of-the-art baselines, we mainly use the de-
fault settings and parameters stated in the respective papers
or linked code repositories. Moreover, we use the imple-
mentations referenced to in the papers, as is. Any deviations
from the default settings are listed in the subsequent para-
graphs. Note that we did not manage to reproduce the re-
ported results exactly in all cases. Potential reasons include
different software and hardware configurations, and the use
of different evaluation code. We believe that a likely reason
is that WSSS typically involves multiple steps spread out
over several code repositories, which complicates the repro-
duction of results. For a further discussion, see the supple-
mentary material. Still, our experiments provide good com-
parisons as they show how ISL and FSL can boost the per-
formance under the same conditions as the baselines, and
as the reproduced results are close to the reported results in
the literature, which is evident in Tab. 1. We used four A100

Table 1. Region similarity for CAM pseudo-labels without CRF
on VOC. Max and mean over five runs are shown together with the
reported results from the respective papers (“Ref.” column).

Reproduced

no ISL/FSL with ISL/FSL

Method Set Ref. max mean±std max mean±std

SEAM [33] train 55.4 55.6 55.0±0.4 61.0 60.6±0.3

SIPE [7] train 58.6 58.7 58.5±0.2 60.4 60.1±0.2

PMM [23] val 56.2 55.4 55.1±0.2 59.3 58.9±0.3

MCTformer [36] train 61.7 61.8 59.4±2.0 61.6 61.2±0.4

Spatial-BCE [35] train 68.1 67.2 67.0±0.2 68.7 68.6±0.1

40GB GPUs in our experiments.
SEAM [33]. We set the background parameter to 1 and

24 (originally 4 and 24) for AffinityNet, when using ISL.
On COCO, FSL was scaled down by a factor of 0.2.

SIPE [7]. ISL and FSL were scaled down by a factor of
0.1, since SIPE uses a higher learning rate by default. For
FSL, we upsample the CAMs by a factor of 2 (from 32×32
to 64 × 64), to be closer to SEAM (56 × 56). We chose
an integer factor to avoid artifacts. Note that the ResNet-
101 implementation for VOC referenced by SIPE [7] uses
COCO pretrained weights, which means that ground-truth
segmentation masks were used, and thus, these reproduced
results are not weakly supervised strictly speaking.

PMM [23]. We use ISL only during multi-scale training,
and FSL during both multi-scale and multi-crop training.

MCTformer [36]. ISL and FSL were scaled down by a
factor of 0.1, since MCTformer uses the AdamW optimizer
[26] instead of SGD. For FSL, we upsample the CAMs by
a factor of 4 (from 14× 14 to 56× 56) to match SEAM.

Spatial-BCE [35]. Same as the original setting, the fore-
ground and background pixel thresholds in IRN [1] were set
to 0.60 and 0.25 respectively. The semantic segmentation
threshold was set to 0.30 with ISL, and 0.40 with FSL.

5.2. ISL and FSL improve pseudo-label fidelity

In Tab. 1 we evaluate pseudo-label fidelity by comparing
region similarity of pseudo-labels generated from CAMs.
We find that our losses have a significant effect on the
pseudo-labels, resulting in an average relative performance
increase of +5%. Note that we even managed to boost the
performance of a transformer-based method, MCTformer
[36], despite its low CAM resolution of 14× 14, and archi-
tectural differences to the CNN-based methods. Not only
that, but our losses seem to stabilize its training, reducing
the standard deviation over five runs from 2.0 to 0.4. While
our losses increase the computational effort by 30% for the
overall training pipeline, the inference time is unaffected.
We further evaluate the impact of our improved pseudo-
labels on final semantic segmentation performance in the
weakly supervised setting.
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5.3. Segmentation comparison on VOC

Fig. 1 and Tab. 2 show our reproduced final segmenta-
tion results on a wide variety of state-of-the-art baselines,
including three different backbones. Our improved pseudo-
labels translate into more accurate segmentation predic-
tions, consistently outperforming the baselines. On aver-
age, J , F , and J&F are increased by +2.2%, +5.9%, and
+3.7%, respectively, on the validation set. On the hold-out
test set, we evaluate the best model out of five runs for each
method, based on validation set performance. With ISL and
FSL, the test set performance is improved by +1.6% on av-
erage. Note that, the original MCTformer [36] had a large
standard deviation, and a larger maximum performance over
five runs compared to when ISL and FSL were used. Thus,
the test set performance was higher for the original method,
although the average performance was higher with ISL and
FSL. This is consistent with Tab. 1. This observation is im-
portant for practitioners who simply apply an off-the-shelf
training method. A lower variance is beneficial, as the per-
formance deviation is smaller, and the resulting model is
more likely to perform as expected. Ideally, we would pre-
fer to compute an average test set performance. However,
this is prohibited by the limited number of test set submis-
sions on VOC. Additional results are included in the supple-
mentary material, and qualitative results are shown in Fig. 5.

5.4. Segmentation comparison on COCO

In Tab. 3, we evaluate our losses on the COCO dataset,
which contains roughly 10 times more images than VOC.
For SEAM [33], the segmentation results are improved in
this setting as well, demonstrating that our losses are well-
suited for large-scale datasets. When training the classifi-
cation network for 8 epochs, we boost J and F by +2.5%.
Our method further benefits from longer training, increasing
J and F by an additional +2.8% and +0.7% respectively,
while SEAM is less affected by the longer training.

5.5. Ablation study

For further analysis, we perform an ablation study inves-
tigating the effect of using the binomial versus multinomial,
the number of sampled pixels, the loss weight λ, and the
choice of gating function, with SEAM [33] as the baseline.

Binomial versus multinomial. To isolate the effect
of modeling the binomial posterior versus the multinomial
posterior, we evaluate the baseline method SEAM using
both, and apply ISL and FSL separately. The segmenta-
tion performance is displayed in Table 4. Both models are
trained with their respective optimal values for λ, which are
0.2 for the binomial, and 0.6 for the multinomial, when used
with GAP. The background parameter α, for amplifying and
weakening the class scores during CRF for AffinityNet, are
also chosen to suit the respective models. 1 and 24 are used
for the binomial, and 2 and 4 for the multinomial. With

Table 2. Final segmentation performance on VOC, in terms of
region similarity (J ), contour quality (F), and combined (J&F).

validation test

Method Backb. J F J&F J
SEAM [33] Res38 63.9±0.5 39.9±0.2 51.9±0.3 65.4
+ISL/FSL (ours) Res38 66.7±0.2 44.7±0.1 55.7±0.1 67.6

SIPE [7] Res38 68.0±0.2 45.1±0.2 56.6±0.1 68.9
+ISL/FSL (ours) Res38 68.3±0.2 46.8±0.2 57.6±0.1 69.4

SIPE [7] Res101 68.5±0.2 41.9±0.5 55.2±0.3 69.4
+ISL/FSL (ours) Res101 69.4±0.2 43.9±0.2 56.7±0.1 70.3

PMM [23] Res38 64.7±0.5 44.5±0.5 54.6±0.4 65.7
+ISL/FSL (ours) Res38 66.7±0.7 46.3±0.6 56.5±0.6 67.0

MCTformer [36] DeiT-S 67.5±1.7 46.7±0.7 57.1±1.2 70.6
+ISL/FSL (ours) DeiT-S 68.3±0.7 47.3±0.3 57.8±0.5 70.0

Spatial-BCE [35] Res38 68.1±0.1 45.4±0.1 56.7±0.1 68.4
+ISL/FSL (ours) Res38 69.3±0.2 48.2±0.1 58.8±0.1 69.4

Spatial-BCE [35] Res101 67.9±0.2 46.1±0.1 57.0±0.1 68.4
+ISL/FSL (ours) Res101 70.1±0.2 50.5±0.2 60.3±0.2 70.6

Table 3. Final segmentation performance on the COCO validation
set, in terms of region similarity (J ), contour quality (F), and
combined (J&F). The classification networks were trained for 8
epochs (three runs) and 16 epochs (single run with fixed seed).

Method Epochs J F J&F
SEAM [33] 8 35.9±0.2 28.2±0.3 32.1±0.3

+ISL/FSL (ours) 8 36.8±0.2 28.9±0.1 32.9±0.1

SEAM [33] 16 35.5 28.5 32.0
+ISL/FSL (ours) 16 37.8 29.1 33.4

Table 4. Comparison between modeling the multinomial posterior
in (5) versus the binomial posterior in (14) for ISL and FSL, with
SEAM [33]. The region similarity (J ), contour quality (F), and
averaged (J&F) are computed on the VOC validation set.

Loss Model J F J&F

ISL Multinomial [16] 63.0±0.5 41.0±0.4 52.0±0.4

Binomial (proposed) 64.3±0.8 42.2±0.6 53.3±0.7

FSL Multinomial [16] 50.3±13 41.4±8.5 45.9±11

Binomial (proposed) 66.9±0.4 43.5±0.2 55.2±0.2

ISL, modeling the binomial improves the region similarity
by +1.3 points over the multinomial, and the contour qual-
ity is improved by +1.2 points. With FSL, training becomes
unstable when modeling the multinomial. We observed a
big variance over five runs, with the region similarity rang-
ing from 40 to 61. However, it is worth noting that for suc-
cessful runs, the contour quality reached as far as 48. But
on average, modeling the multinomial underperformed the
binomial. Note that, not only is the performance improved
with the binomial. A further benefit is that it allows ISL and
FSL to be applied seamlessly to essentially any method.

Number of sampled pixels for ISL. In Tab. 5 we show
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Figure 5. Qualitative results for the implemented methods on VOC. “++” indicates that ISL and FSL were used for training.

Table 5. Region similarity (J ), contour quality (F), and averaged
(J&F) on the VOC training set when varying the number of sam-
pled pixels, with λ = 1 and without FSL.

#pixels J F J&F
1 61.6±0.8 40.4±0.6 51.0±0.7

5 62.6±0.6 40.7±0.6 51.6±0.6

10 63.0±0.4 41.2±0.4 52.1±0.4

50 63.0±0.6 41.3±0.7 52.1±0.6

100 62.9±0.7 41.2±0.7 52.0±0.7

segmentation results when varying the number of sampled
pixels during importance sampling. We observe a boost in
performance when increasing the number of samples up to
10, after which it plateaus. Thus, we fix the number of sam-
ples to 10, in order to keep the computational cost as low
as possible while maintaining a high segmentation perfor-
mance. A likely reason for why multiple samples improve
results is that individual samples have less of an impact.
This is vital for the early parts of training where predictions
are mostly random. A single poor sample, such as a mis-
classified foreground pixel, is less likely to hamper learning
when multiple samples are drawn. This effect diminishes
beyond a certain point, as can be seen in Tab. 5.

Optimal loss weight λ for ISL. Figure 6 shows the seg-
mentation performance when varying the loss weight λ in
(16). Note that λ = 0 corresponds to the standard GAP-
based classification loss in (17) without ISL, while λ > 0
uses ISL. ISL improves over the standard loss by +1.6
points with λ = 0.2. FSL further boosts the performance by
+2.2 points. ISL had a larger impact on the contour quality,
while FSL improved both metrics roughly the same.

Gating function in FSL. We compare g(ri, rj) based on
the max-normalized CAM r in (4), and g(bi, bj) based on
the posterior estimate b in (14). The max-normalized CAM,
r, performs better with J =66.9 (cf. 64.6), F=43.5 (cf. 43.0),
and J&F=55.2 (cf. 53.8). This could be attributed to the
fact that the gradient is suppressed too much for b, which is
upper bounded by exp(−x), and diminishes faster than 1/x
for r. See Sec. 4.3. Additionally, g(ri, rj) induces a lower
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Figure 6. Combined score (J&F) on the VOC training set, as a
function of the importance sampling loss parameter λ, with and
without feature similarity loss (FSL), with µ = 2.5 and σ = 5.

score bound for when FSL is applied. This is not the case
for g(bi, bj), which may result in artificially large negative
scores that are not reflective of the true class probability.

6. Conclusions

In this work, we generalize two previous techniques, im-
portance sampling, and feature similarity loss, for weakly-
supervised segmentation. Based on the argument that object
classes are not mutually exclusive within image regions, we
model multiple binary problems as opposed to the multino-
mial posterior. This results in an add-on method that boosts
pseudo-label fidelity, which in turn improves segmentation
performance, as shown on several state-of-the-art baselines.
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[19] Philipp Krähenbühl and Vladlen Koltun. Efficient inference
in fully connected crfs with gaussian edge potentials. Ad-
vances in Neural Information Processing Systems, 24:109–
117, 2011. 2

[20] Jungbeom Lee, Eunji Kim, Sungmin Lee, Jangho Lee, and
Sungroh Yoon. Ficklenet: Weakly and semi-supervised se-
mantic image segmentation using stochastic inference. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 5267–5276, 2019. 2

[21] Jungbeom Lee, Eunji Kim, and Sungroh Yoon. Anti-
adversarially manipulated attributions for weakly and semi-
supervised semantic segmentation. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 4071–4080, 2021. 2

[22] Jungbeom Lee, Jihun Yi, Chaehun Shin, and Sungroh Yoon.
Bbam: Bounding box attribution map for weakly super-
vised semantic and instance segmentation. In Proceedings
of the IEEE/CVF conference on computer vision and pattern
recognition, pages 2643–2652, 2021. 2

[23] Yi Li, Zhanghui Kuang, Liyang Liu, Yimin Chen, and Wayne
Zhang. Pseudo-mask matters in weakly-supervised seman-
tic segmentation. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision (ICCV), pages 6964–
6973, October 2021. 4, 6, 7

[24] Di Lin, Jifeng Dai, Jiaya Jia, Kaiming He, and Jian Sun.
Scribblesup: Scribble-supervised convolutional networks for

1018



semantic segmentation. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
3159–3167, 2016. 1, 2

[25] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,
Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence
Zitnick. Microsoft coco: Common objects in context. In
European Conference on Computer Vision, pages 740–755.
Springer, 2014. 6

[26] Ilya Loshchilov and Frank Hutter. Decoupled weight de-
cay regularization. In International Conference on Learning
Representations, 2019. 6

[27] Aditya Krishna Menon, Sadeep Jayasumana, Ankit Singh
Rawat, Himanshu Jain, Andreas Veit, and Sanjiv Kumar.
Long-tail learning via logit adjustment. In International
Conference on Learning Representations (ICLR), 2021. 4

[28] Shervin Minaee, Yuri Y Boykov, Fatih Porikli, Antonio J
Plaza, Nasser Kehtarnavaz, and Demetri Terzopoulos. Image
segmentation using deep learning: A survey. IEEE transac-
tions on pattern analysis and machine intelligence, 2021. 1

[29] George Papandreou, Liang-Chieh Chen, Kevin P Murphy,
and Alan L Yuille. Weakly- and semi-supervised learning of
a deep convolutional network for semantic image segmenta-
tion. In Proceedings of the IEEE International Conference
on Computer Vision, pages 1742–1750, 2015. 2

[30] Federico Perazzi, Jordi Pont-Tuset, Brian McWilliams, Luc
Van Gool, Markus Gross, and Alexander Sorkine-Hornung.
A benchmark dataset and evaluation methodology for video
object segmentation. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 724–
732, 2016. 6

[31] Yukun Su, Ruizhou Sun, Guosheng Lin, and Qingyao Wu.
Context decoupling augmentation for weakly supervised se-
mantic segmentation. In Proceedings of the IEEE/CVF In-
ternational Conference on Computer Vision (ICCV), pages
7004–7014, October 2021. 4

[32] Paul Vernaza and Manmohan Chandraker. Learning random-
walk label propagation for weakly-supervised semantic seg-
mentation. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 7158–7166,
2017. 2

[33] Yude Wang, Jie Zhang, Meina Kan, Shiguang Shan, and
Xilin Chen. Self-supervised equivariant attention mecha-
nism for weakly supervised semantic segmentation. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 12275–12284, 2020. 1, 2, 3,
4, 6, 7

[34] Yunchao Wei, Jiashi Feng, Xiaodan Liang, Ming-Ming
Cheng, Yao Zhao, and Shuicheng Yan. Object region mining
with adversarial erasing: A simple classification to semantic
segmentation approach. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
1568–1576, 2017. 2

[35] Tong Wu, Guangyu Gao, Junshi Huang, Xiaolin Wei, Xi-
aoming Wei, and Chi Harold Liu. Adaptive spatial-bce loss
for weakly supervised semantic segmentation. In Computer
Vision–ECCV 2022: 17th European Conference, Tel Aviv, Is-
rael, October 23–27, 2022, Proceedings, Part XXIX, pages
199–216. Springer, 2022. 6, 7

[36] Lian Xu, Wanli Ouyang, Mohammed Bennamoun, Farid
Boussaid, and Dan Xu. Multi-class token transformer for
weakly supervised semantic segmentation. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition (CVPR), pages 4310–4319, June 2022. 3,
6, 7

[37] Sung-Hoon Yoon, Hyeokjun Kweon, Jegyeong Cho, Shin-
jeong Kim, and Kuk-Jin Yoon. Adversarial erasing frame-
work via triplet with gated pyramid pooling layer for weakly
supervised semantic segmentation. In Computer Vision–
ECCV 2022: 17th European Conference, Tel Aviv, Israel,
October 23–27, 2022, Proceedings, Part XXIX, pages 326–
344. Springer, 2022. 3

[38] Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva,
and Antonio Torralba. Learning deep features for discrimi-
native localization. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 2921–
2929, 2016. 1, 2, 3, 5

1019


