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Abstract

Multi-modal images play a crucial role in comprehen-
sive evaluations in medical image analysis providing com-
plementary information for identifying clinically important
biomarkers. However, in clinical practice, acquiring mul-
tiple modalities can be challenging due to reasons such as
scan cost, limited scan time, and safety considerations. In
this paper, we propose a model based on the latent dif-
fusion model (LDM) that leverages switchable blocks for
image-to-image translation in 3D medical images without
patch cropping. The 3D LDM combined with condition-
ing using the target modality allows generating high-quality
target modality in 3D overcoming the shortcoming of the
missing out-of-slice information in 2D generation methods.
The switchable block, noted as multiple switchable spatially
adaptive normalization (MS-SPADE), dynamically trans-
forms source latents to the desired style of the target latents
to help with the diffusion process. The MS-SPADE block
allows us to have one single model to tackle many trans-
lation tasks of one source modality to various targets re-
moving the need for many translation models for different
scenarios. Our model exhibited successful image synthesis
across different source-target modality scenarios and sur-
passed other models in quantitative evaluations tested on
multi-modal brain magnetic resonance imaging datasets of
four different modalities and an independent IXI dataset.
Our model demonstrated successful image synthesis across
various modalities even allowing for one-to-many modal-
ity translations. Furthermore, it outperformed other one-
to-one translation models in quantitative evaluations. Our
code is available at https://github.com/ jongdory/ALDM/
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Figure 1. Overview of the proposed image-to-image translation
process based on latent diffusion model. Our model utilizes the
proposed MS-SPADE to transform the latent representation into
the target latents and enables image synthesis in the desired target
modality through conditioning.

1. Introduction
Multi-modal images are crucial for a comprehensive

evaluation in medical image analysis. To identify clinically
important biomarkers, multi-modal 3D images with com-
plementary information are often required. Multi-modal
imaging serves as a method to compensate for the limi-
tations of individual imaging techniques and enables pre-
cise examination [25, 36, 38]. Medical image analysis, es-
pecially diagnosis of brain tumors, is typically performed
using magnetic resonance imaging (MRI) and various MRI
techniques such as 3D T1-weighted, T1 contrast-enhanced
weighted, T2-weighted, and FLAIR are used, because the
distinct modalities (T1, FLAIR, etc.) are different imag-
ing sequences that provide varying contrasts and provide
complementary information (e.g., edema, enhancing tumor,
and necrosis/non-enhancing tumor) about brain tumor that
appears over multiple consecutive slices requiring 3D ap-
proach. [2, 3, 27]. T1 is sensitive to acute bleeding and
clearly displays contrast agents, helping identify vascu-
lar structures, tumors, and inflammation areas. T2 high-
light conditions like edema or inflammation. FLAIR sup-
presses cerebrospinal fluid signals and is useful for detect-
ing pathologies such as multiple sclerosis lesions [3, 27, 29,
37]. This is an important application of computer vision in
medicine. However, in clinical settings, obtaining multiple
modalities can be challenging due to factors such as scan
costs, limited scan time, and safety considerations. Conse-
quently, certain modalities may be missing. This absence of
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modalities can have a detrimental impact on the quality of
diagnosis and treatment. Furthermore, deep learning mod-
els that rely on multi-modal also suffer from reduced perfor-
mance when crucial modalities are unavailable for training.

Many effective deep learning methods have been pro-
posed to address the information gap caused by missing
modalities [6, 11, 16, 23, 24, 40, 44]. One approach is to
train a single model that learns the shared representation
of multi-modalities to handle various missing scenarios
[6, 24, 40, 44]. For example, with three out of four MRI
modalities missing, we must consider 12 (3 × 4) missing
scenarios. The number of scenarios grows quickly as the
number of modalities grows. However, these methods, lim-
ited to specific tasks, struggle to generalize across diverse
scenarios, not offering a fundamental solution.

Another approach is to generate missing modality im-
ages using generative models. Among the existing meth-
ods for generating missing modalities, generative adversar-
ial models (GANs) [7, 11, 15, 19, 23, 46] have been used
for medical image-to-image translation. However, these
methods are 2D and thus do not consider the information
from adjacent slices in 3D medical images. They gener-
ate slices independently making it difficult to ensure con-
sistent information between adjacent slices. 3D methods
for handling medical imaging data are computationally ex-
pensive and challenging to apply. To address this issue, a
common approach is to train the model using patches dur-
ing the training stage and generate results using a sliding
window method during the inference stage. However, these
methods may result in the loss of global information and a
potential decrease in image translation performance. Fur-
thermore, existing methods typically generate a given tar-
get modality from one or many source(s) (i.e., one-to-one or
many-to-one) [11,23,45]. To generate multiple targets from
one source modality, these methods need a separate model
for each target, increasing complexity. Therefore, there is
a need for a model that can perform image translation us-
ing 3D medical imaging without patch cropping and allow
generating flexible targets from a single source modality.

In recent years, the diffusion model (DM) has emerged
as a powerful generative model with high-quality genera-
tion capabilities, positioning itself as a potential alternative
to GANs [9, 12, 17, 31, 34, 35]. The diffusion model lever-
ages cross-attention and flexible conditioning to enable the
generation of desired images. Additionally, the latent dif-
fusion m odel (LDM) defines a denoising task in the com-
pressed latent space of an image significantly reducing com-
putational costs while demonstrating the ability to generate
high-quality images at a lower cost [34]. LDM demon-
strated its applicability to 3D medical images without the
need for patch cropping. This advancement allows for the
application of LDM to medical images even in their native
3D form [21, 31].

In this study, we propose a model that utilizes the con-
ditioning mechanism of LDM to perform image-to-image
translation in 3D medical images without patch cropping
maintaining the original size. Additionally, our proposed
model enables the generation of multiple target modalities
from a single source modality. We achieve this by the
proposed multiple-switchable block, noted as MS-SPADE
block , which dynamically transforms source latents to
target-like latents according to style. By utilizing condi-
tioning in LDM, we can generate the desired target modal-
ity more faithfully. The pipeline of our model is illustrated
in Figure 1.

Our main contributions are summarized as follows:
• We propose a model based on the LDM that translates

a single source modality to various target modalities
(one-to-many) in 3D medical images.

• We introduce a switchable block that transfers the
source latents to target-like latents using style transfer
to enhance the performance of image-to-image trans-
lation.

• We validated our method on the BraTS2021 and IXI
datasets and despite our model’s ability to generate
multiple modalities, it demonstrated the highest image
translation performance on both datasets.

2. Related Works
Generative adversarial networks have achieved great suc-
cess in image-to-image translation by performing contin-
uous adversarial training between the generator and dis-
criminator [7, 15, 19, 23, 46]. The generator aims to gen-
erate as realistic images as possible, while the discrimina-
tor learns to distinguish between the generated images and
real images [15]. For instance, Pix2Pix [19] focuses on
pixel-to-pixel image synthesis based on paired data enhanc-
ing the pixel-to-pixel similarity between real and synthe-
sized images. CycleGAN [46] is a generalized conditional
GAN enabling image synthesis even with unpaired data.
NICEGAN [7] proposes a more compact architecture by
sharing the encoder parts of the generator and discrimina-
tor. compared to conventional GAN. RegGAN [23] adds a
registration network to perform image-to-image translation
while maintaining anatomical structures in medical images.
Ea-GAN [5] is a 3D-based network designed to enhance
cross-modality MR image synthesis by integrating edge in-
formation, capturing both voxel-wise intensity and image
structure details. ResViT [11] is an adversarial network
that incorporates a vision transformer architecture to cap-
ture contextual features in medical image translation tasks.
However, these methods all work well in situations where
there is a one-to-one mapping between the source and target
modalities. To generate multiple target modalities from a
single source modality, a separate model is needed for each
target modality resulting in an increased number of models.
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Figure 2. The source and target images are 3D volume images and our method is applied in a 3D manner. In (a), we depict the autoencoder
to compute source latents (zsrc ) and the SPADE block to dynamically convert source latents to target-like latents (zsrc → ztarsrc ). The
switchable block includes normalization layers that are applied differently depending on the target modality allowing translation to target
multiple modalities within a single model. The output of the SPADE block is noted as target-like to emphasize the subsequent role of LDM
to fully predict the target latents. The block is stacked N times. (b) illustrates the training process of the LDM model to predict the target
latents ztar from the target-like latents ztarsrc obtained from the SPADE block.

Conditional normalization layers are techniques used for
style transfer and image synthesis tasks [13, 18, 28, 30].
Among them, adaptive instance normalization (AdaIN) [18]
was initially used for style transfer tasks and has since been
adopted in various computer vision tasks. Unlike other
normalization techniques, conditional normalization lay-
ers involve normalizing layer activations to zero mean and
unit variance, followed by denormalization through learned
affine transformations from external data. Spatially adap-
tive normalization (SPADE) [28] has achieved successful
image synthesis by applying spatially varying affine trans-
formations to semantic maps. Unlike previous AdaIN,
SPADE generates images that contain both style and seman-
tic information allowing the creation of meaningful images
using semantic maps, which is well applicable to 3D multi-
modal medical imaging. Inspired by previous research, we
adopt the SPADE module that transforms the style and se-
mantic information of an image. Additionally, we propose
the multi-switchable SPADE (MS-SPADE) module, which
allows for flexible translation to various target modalities.

Diffusion probabilistic model has recently gained promi-
nence in image generation delivering state-of-the-art re-
sults [8, 9, 12, 17, 31, 35]. Specifically, the denoising dif-
fusion probabilistic model (DDPM) [17] with score match-
ing has demonstrated superior performance in image gen-
eration. DDPM leverages a learned Markov chain to trans-
form Gaussian noise distribution into the target distribution.
Palette [35] introduces a model that utilizes DM by concate-
nating source and target images enabling various image-to-
image translation tasks such as inpainting, uncropping, im-
age restoration, and colorization without the need for ar-
chitecture modifications. This model achieves high-fidelity
results across different tasks. LDM [34] separates the train-
ing process into two stages for efficient processing. First,
an autoencoder is trained to provide a perceptually equiva-
lent lower-dimensional representation (e.g.,source latents).
Subsequently, DM is trained in this latent space reducing
complexity and enabling efficient image generation. Impor-
tantly, this approach allows for efficient training without the
need for patch cropping in 3D images.
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Figure 3. (a) illustrates the training process of the autoencoder during the image compression phase to compute source latents, which
involves five different losses: reconstruction, quantization, adversarial objective, perceptual, and cycle consistency. (b) shows the training
process of the diffusion model, where the autoencoder is frozen, and only the UNet of the diffusion model is trained. The forward diffusion
process is fixed and the input to the UNet consists of the concatenated two latents.

3. Method

To overcome the limitations of single-stage generation
approaches in recent generative models, numerous stud-
ies [10, 14, 32, 33, 42] have adopted a two-stage approach
to combine the strengths of different methods resulting in
the development of models with superior performance. Our
method trains image-to-image translation in a two-stage
process as depicted in Figure 2. In the first stage, we train an
autoencoder, inspired by previous research methods such as
VQ-VAEs and VQGAN [14,33,39], to compress the image
into a latent representation that captures its essential fea-
tures. The latent space, which captures the perceptual rep-
resentation of the original images, is regularized via vec-
tor quantization and allows for style transfer through con-
ditional normalization layers [28]. We also train SPADE
block to transform the style of the latents into those of the
target modality (as shown in Figure 2 (a)). The proposed
MS-SPADE block learns the style parameter of the target
and transfers the style from the source to the target. While
translation is possible using only the SPADE module, there
is a noticeable difference between the true target latents and
those obtained through SPADE and thus we note the out-
put of SPADE as target-like latents. To address this dis-
crepancy, we utilize the LDM to reduce the gap via de-
noising between these two latents, which is the key idea in
our model. Subsequently, we combine the target-like latents
(out of MS-SPADE) and noisy target latents (out of forward
diffusion), similar to the palette approach, to train the DM
(as shown in Figure 2 (b)). Our model prioritizes minimiz-
ing changes in the source image by first adjusting its latent
style and then focusing on generating target-specific latents.

3.1. Image compression to compute latents

Similar to previous work [14, 31, 34], we employ a per-
ceptual compression model to facilitate the application of
the diffusion model in the latent space. We also introduce

the MS-SPADE block in the latent space to convert the
source latents to the target-like latents. The switchable nor-
malization is illustrated in Figure 2 (a). Our SPADE block
learns the mean and standard deviation parameters of the
target during training. Thus, during inference, it does not
require the target as input but instead uses the target’s style
parameters for normalization.

The MS-SPADE block performs different normaliza-
tions according to the target modality enabling the transfor-
mation of the transformed latents to follow the desired dis-
tribution. Let h ∈ RN×C×H×W×D be the input of SPADE
Block, where N,C,H,W and D are the size of batch, chan-
nel, height, width and depth respectively. The SPADE can
be applied as follows:

xn,c,h,w,d = γtar
c,h,w,d(h)

hn,c,h,w,d − µc

σc
+βtar

c,h,w,d(h) (1)

where xn,c,h,w,d denotes the n, c, h, w, d-th element of
the feature tensor h, µc and σc are the mean and standard
deviation of the latent features in channel c, and γtar

c,h,w,d

and βtar
c,h,w,d are modulation parameters that are learned and

applied differently according to the target modality during
training.

Furthermore, our compression model is based on VQ-
GAN [14] and is trained using reconstruction loss, quanti-
zation loss, perceptual loss based on previous research and
patch-based adversarial objectives [14, 22, 39]. Addition-
ally, we incorporate cycle consistency loss to ensure that
the original input can be reconstructed back to the original
image through the cycle path [46]. The training process is
illustrated in Figure 3 (a).

3.2. Diffusion Model

LDM achieves high-resolution image synthesis while re-
ducing computational cost by training the diffusion process
in the compressed latent space [34]. Additionally, Palette
demonstrates high-quality image synthesis in tasks such as
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Figure 4. The figures illustrate the results of the proposed model and comparison models on the BraTS2021 dataset for the image-to-image
translation tasks (top: T1 → T2, bottom: T2 → FLAIR). These two tasks are representative tasks out of 12 possible tasks. The results are
depicted in both the axial (top) and sagittal (bottom) views of the 3D volume. The green bounding boxes highlight the important tumor
regions in the synthesized images providing a detailed visual representation.

colorization and inpainting reconstruction without relying
on conditioning [35]. Instead, it simply takes the target im-
age as an additional input to the DM resulting in superior
results. We employ trained perceptual compression models,
which consist of an encoder E and a decoder D, to apply
the diffusion model in the latent space [34]. Inspired by
previous studies [34, 35], we design an LDM that takes the
target-like latents besides noisy target latents as inputs. This
process is illustrated in Figure 2 (b). The latent ztarsrc repre-
sents the source latents transformed to be similar to the tar-
get latents by the SPADE block. It is denoted as target-like
latents to emphasize the gap between true target latents and
those from SPADE. ztart denotes the noisy input latents at
time step t. Our diffusion model takes ztarsrc and ztart as in-
puts at time step t to perform the task of predicting the noise
ϵ at that time step. During the training process, the autoen-
coder used for image compression is frozen, and only the
diffusion model is trained (as shown in Figure 3 (b)). The
loss function is defined as follows:

Ldiff := EE(x),ϵ∼N (0,1),t

[
||ϵ− ϵθ(z

tar
src , z

tar
t , t)||22

]
(2)

Our model’s neural backbone, denoted as ϵθ(z
tar
src , z

tar
t , t),

is implemented as a time-conditioned UNet [17, 34]. The
forward diffusion process is fixed and ztarsrc and ztart can be
efficiently obtained from E during training.

3.3. Modality Conditioning

Inspired by the successful utilization of cross-attention
as a conditional image generator in previous studies [8,
34], we incorporate modality conditioning into our model
to enhance the image translation to the target modal-

ity. Our approach involves converting the given modal-
ity into a one-hot vector y and using it as input for the
key and value components of cross-attention during train-
ing. The cross-attention in the UNet operates as follows:
Attention(Q,K, V ) = softmax(QKT

√
d
) · V with

Q = W
(i)
Q · φi(zt),K = W

(i)
K · y, V = W

(i)
V · y (3)

Here, φi(zt) ∈ RN×dϵ denotes a intermediate repre-
sentation of the UNet implementing ϵθ and W

(i)
Q ∈

Rd×dϵ ,W
(i)
K ∈ Rd×dy and W

(i)
V ∈ Rd×dy are learnable

projection matrices [20, 34, 41]. We redefine the loss func-
tion with modality conditioning, expressed as Ldiff with y
representing the one-hot vector for the given modality class.

Ldiff := EE(x),ϵ∼N (0,1),t

[
||ϵ−ϵθ(z

tar
src , z

tar
t , t, y)||22

]
(4)

For the inference process, we utilize the encoder ac-
quired from the image compression phase. We obtain a
target-similar latent by passing the source image through
the encoder and the MS-SPADE block. This latent is then
concatenated with random noise and used as the condition-
ing for the diffusion model, facilitating the image transla-
tion into the target modality.

4. Experiments
4.1. Datasets

To evaluate the effectiveness of our model, we utilized
the multi-modal brain tumor segmentation challenge 2021
(BraTS 2021) dataset [1–3, 27]. We trained our model us-
ing the BraTS 2021 training dataset, which consists of 1251
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Figure 5. The figures illustrate the results of the proposed model and comparison models on the IXI dataset.

Datasets BraTS 2021 [1] IXI [4]

Tasks T1 → T2 T2 → FLAIR T1 → PD

Dimension Model PSNR ↑ NMSE ↓ SSIM ↑ PSNR ↑ NMSE ↓ SSIM ↑ PSNR ↑ NMSE ↓ SSIM ↑

2D

Pix2Pix 24.624±0.962 0.109±0.028 0.874±0.015 24.361±1.061 0.117±0.021 0.846±0.019 25.283±0.861 0.095±0.028 0.882±0.023
CycleGAN 23.535±1.334 0.155±0.035 0.837±0.028 23.418±0.944 0.164±0.033 0.825±0.035 24.854±1.128 0.106±0.033 0.841±0.027
NICEGAN 23.721±1.136 0.148±0.029 0.840±0.029 23.643±1.045 0.148±0.022 0.829±0.033 25.330±0.939 0.102±0.027 0.855±0.026
RegGAN 24.884±0.991 0.094±0.024 0.881±0.017 24.576±1.073 0.112±0.022 0.852±0.028 25.849±0.921 0.087±0.026 0.898±0.018
ResViT 25.578±0.812 0.088±0.021 0.895±0.018 24.825±1.030 0.108±0.018 0.861±0.021 27.265±0.847 0.076±0.022 0.916±0.021

3D

Pix2Pix 25.181±0.861 0.097±0.031 0.887±0.012 24.602±1.181 0.113±0.021 0.854±0.018 26.387±0.849 0.089±0.032 0.903±0.019
CycleGAN 23.740±1.198 0.138±0.032 0.835±0.019 23.508±1.301 0.152±0.039 0.822±0.024 25.507±1.133 0.099±0.035 0.882±0.028

EaGAN 24.884±0.991 0.094±0.024 0.881±0.017 24.576±1.073 0.112±0.022 0.852±0.028 26.849±0.836 0.082±0.021 0.912±0.022
Ours 25.818±0.857 0.079±0.016 0.904±0.012 25.074±1.085 0.098±0.021 0.867±0.018 27.729±0.885 0.068±0.022 0.921±0.018

Table 1. The values represent the quantitative evaluation results of various comparison models and the proposed model in three quantitative
metrics (PSNR, NMSE, and SSIM). The reported format is mean followed by standard deviation. The evaluation metrics were calculated
on the 3D volume for both the 2D and 3D methods. Boldface entries indicate the top-performing model for each task.

subjects and includes four MRI modalities (T1, T1ce, T2,
FLAIR). For evaluating the image translation capability of
our model, we employed the BraTS 2021 validation dataset,
which comprises 219 subjects. We also validated our model
on the IXI dataset [4], which includes T1, T2, and PD
modalities. Out of 574 subjects, 459 were used for train-
ing and 115 for testing. For details on the dataset, please
refer to the supplementary.

4.2. Implementation Details

The image compression in our model was implemented
using VQGAN [14] and the diffusion model was based on
LDM [34]. The implementation was done using PyTorch1

and MONAI2 libraries. For detailed information on the
model architecture, refer to the supplementary materials.
As for the hyperparameters, we used the AdamW [26] opti-
mizer with an learning rate of 2× 10−6. we set the number
of time steps T=1000 with scaled-linearly scheduled noise
levels ranging from 0.0015 to 0.0195. The training was con-
ducted on four A100 80GB GPUs with a batch size of 1 per
GPU. Additional information on the training hyperparame-
ters can be found in the supplementary materials.

1https://pytorch.org/
2https://monai.io/

4.3. Evaluation Metrics

We compared the performance of methods with previous
approaches commonly used in medical image translation re-
search [43]. The synthesis quality was evaluated using peak
signal-to-noise ratio (PSNR), normalized mean squared er-
ror (NMSE), and structural similarity index (SSIM) [43].
They were computed between the ground truth images and
the synthesized target images. The average and standard de-
viation of the metrics were reported on an independent test
set that did not overlap with the training-validation sets. The
evaluation was performed on 3D volumes for all tests. For
the 2D methods, the synthesized target images were stacked
to form a 3D volume for comparison.

5. Results

5.1. Comparison of Ours to Baselines

Table 1 presents the quantitative evaluations of each
method for three tasks: T1 → T2, T2 → FLAIR, and T1
→ PD, across two different datasets. These tasks are rep-
resentative tasks because T1 and T2 are routinely avail-
able, while the others are less common. Despite other
models performing only one-to-one image synthesis tasks,
our model is capable of one-to-many image synthesis and
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Figure 6. The figures showcase the image translation results from each source modality to the corresponding target modality using our
proposed model for all possible combinations. Each row corresponds to a source modality, each column represents a target modality and
the last row represents the ground truth.

Source Target T1 T1ce T2 FLAIR

Metric PSNR ↑ NMSE ↓ SSIM ↑ PSNR ↑ NMSE ↓ SSIM ↑ PSNR ↑ NMSE ↓ SSIM ↑ PSNR ↑ NMSE ↓ SSIM ↑

T1 29.001 0.055 0.942 26.119 0.078 0.912 25.818 0.103 0.904 24.842 0.113 0.859
±0.643 ±0.025 ±0.022 ±0.816 ±0.022 ±0.015 ±0.857 ±0.030 ±0.014 ±0.728 ±0.034 ±0.019

T1ce 26.228 0.076 0.922 28.759 0.060 0.937 25.990 0.092 0.907 25.204 0.092 0.881
±0.794 ±0.027 ±0.033 ±0.885 ±0.019 ±0.015 ±0.859 ±0.032 ±0.908 ±0.811 ±0.050 ±0.037

T2 25.422 0.085 0.908 25.234 0.087 0.895 29.230 0.048 0.942 25.074 0.098 0.867
±0.852 ±0.026 ±0.020 ±1.152 ±0.034 ±0.025 ±0.720 ±0.018 ±0.915 ±1.085 ±0.021 ±0.018

FLAIR 25.186 0.090 0.905 25.899 0.094 0.906 26.146 0.086 0.913 28.608 0.058 0.938
±0.759 ±0.028 ±0.048 ±1.039 ±0.025 ±0.027 ±0.636 ±0.028 ±0.944 ±0.769 ±0.025 ±0.028

Table 2. The values present the quantitative evaluation of image translation results from source modalities to target modalities using our
proposed model. The diagonal entries denote reconstructing from latents and are presented for completeness.

it showed superior performance in quantitative evaluations
compared to other models. Moreover, in Figure 4, which
depicts qualitative evaluations, our model achieved the clos-
est resemblance to the ground truth and synthesized images
that closely matched the challenging tumor regions (green
bounding box). Additionally, in the sagittal view, while 2D
methods exhibited striped patterns due to their slice-wise
inference without considering neighboring slices, our 3D
method, including our proposed method, overcame this lim-
itation and demonstrated improved results. These results
demonstrate that our proposed model not only allows the
generation of multiple modalities from a single modality
but also outperforms networks designed for a single task.
Furthermore, it shows the successful synthesis of 3D vol-
ume images without the need for preprocessing steps such

as patch cropping. Figure 5 shows the evaluations in the IXI
dataset.

5.2. Multi Modalities Image Translation

We conducted image translation experiments using our
proposed model with different scenarios of translating one
source modality to another target modality given four MRI
modalities. Figure 6 visualizes the results of image transla-
tion tasks from each source modality to the target modal-
ity demonstrating successful image synthesis in all cases
for the BraTs dataset. The diagonal entries represent tasks
where the source and target modalities are the same. The
quantitative evaluation of each task in Table 2 reveals the
performance of our proposed model for the BraTs dataset.
When the target is T1, the best translation performance is
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Figure 7. The figures depict the results of the T1 → T2 task for each ablation method on the BraTS2021 dataset. Each method represented
in the figure corresponds to the methods listed in Table 3

Metric

Method Diff Palette SPADE Reg-type PSNR ↑ NMSE ↓ SSIM ↑
(a) ✓ VQ 24.902±1.073 0.097±0.036 0.876±0.022
(b) ✓ ✓ VQ 25.364±0.923 0.090±0.031 0.893±0.024
(c) ✓ VQ 25.037±1.019 0.101±0.026 0.884±0.032
(d) ✓ ✓ ✓ KL 25.245±0.792 0.095±0.022 0.891±0.017

ours ✓ ✓ ✓ VQ 25.818±0.857 0.079±0.016 0.904±0.012

Table 3. The values present the quantitative evaluation metrics of
the T1 → T2 task for different ablated models: diffusion model,
palette, MS-SPADE block, and image compression model for the
BraTs dataset. The results are shown and the values in bold indi-
cate the highest performance for each task. Reg-type is the regu-
larization type.

achieved when the source is T1ce. Similarly, for the target
of T1ce, the source of F1 yields the highest performance.
When the target is T2, using FLAIR as the source pro-
duces the best results. Lastly, when the target is FLAIR,
the translation performance is highest when the source is
T1ce. T1ce, being an MRI with contrast agent administra-
tion, contains abundant information about anatomy and tu-
mors compared to other modalities, which explains its supe-
rior performance as a source modality in image translation.
However, obtaining T1ce, which requires injecting contrast
agents can be challenging in many situations. Therefore,
our results demonstrate the feasibility of utilizing alterna-
tive modalities for image translation when obtaining T1ce
is difficult.

5.3. Ablation Study

To demonstrate the incremental value of design com-
ponents in our model, we conducted several lines of ab-
lation studies. Specifically, we evaluated the performance
contribution of the diffusion model, palette module, MS-
SPADE block, and image compression model focusing on
the T1→T2 task using the BraTS dataset. Table 3 presents
the quantitative evaluation results, while Figure 7 illustrates
the image synthesis results of each method in the abla-

tion study for the BraTs dataset. In Table 3, (a) represents
the performance of the translation when using the diffusion
model alone demonstrating that image translation is achiev-
able. However, (b) with the addition of the palette shows
superior performance. Additionally, (c) shows the results of
conducting style transfer using only the MS-SPADE block
without the diffusion model indicating limitations in image
translation performance. (d) and ”ours” represent the re-
sults with different regularization types of the image com-
pression model applied in previous studies [34]. KL-reg,
although computationally expensive for 3D training, had an
impact on performance due to the adjustment of model size
and resulting in slightly blurry compression results. It was
observed that the best translation performance was achieved
when all the elements were used together.

6. Conclusion

Our method is an important application of computer vi-
sion in medicine. We propose a model for multi-modal im-
age translation and conducted comprehensive experiments
to evaluate its performance. Our model demonstrated suc-
cessful image synthesis across different source and target
modalities showcasing its versatility. By comparing our
method with existing approaches, our method outperformed
them in both quantitative and qualitative evaluations.. Fur-
thermore, our model showcased the ability to perform one-
to-many image synthesis, going beyond the limitations of
one-to-one tasks performed by other models. We also
showed that our model achieved excellent performance even
without pre-processing steps such as patch cropping and
could successfully perform image synthesis on 3D medical
images. Due to the 3D nature of the proposed approach, our
method may be computationally expensive. Future work in-
cludes translating from more than two source modalities to
a chosen target modality and validating on other medical
imaging such as computed tomography.
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