Abstract

With the rise in expectations related to generative models, text-to-video (T2V) models are being actively studied. Existing text-to-video models have limitations such as in generating complex movements replicating human motions. These models often generate unintended human motions, and the scale of the subject is incorrect. To overcome these limitations and generate high-quality videos that depict human motion under plausible viewing angles, we propose a two-stage framework in this study. In the first stage, a text-driven human motion generation network generates three-dimensional (3D) human motion from input text prompts and then motion-to-skeleton projection modules projects generated motions onto a two-dimensional (2D) skeleton. In the second stage, the projected skeletons are used to generate a video in which the movements of a subject are well-represented. We demonstrated that the proposed framework quantitatively and qualitatively outperforms the existing T2V models. Previously reported human motion generation models use texts only or texts and human skeletons. However, our framework only uses texts and outputs a video related to human motion. Moreover, our framework benefits from using skeleton as an additional condition in the text-to-human motion generation networks. To the best of our knowledge, our framework is the first of its kind that uses text-driven human motion generation networks to generate high-quality videos related to human motions. The corresponding codes are available at https://github.com/CSJasper/HMTV.

1. Introduction

Present, text-to-image models (T2I) that generates images using a given text prompt are being actively studied. Particularly, models such as stable diffusion [1] and DALL-E2 [2] are attracting considerable attention owing to their outstanding performance. Alongside the growth of T2I models, text-to-video models (T2V), which generates a video based on a given text prompt, are also being developed.

Seminal research on T2V has gained momentum owing to diffusion-based models such as a Dreammix [3], video diffusion model (VDM) [4], ImagenVideo [5], and Make-A-Video [6]. However, these models face challenges when generating videos using prompts involving human motion. First, a prompt indicating the desired motion incorrectly produces the intended pose as shown in the first row in Fig. 1 (a). Second, owing to the lack of information regarding the scale of the human body, a scaling problem emerges, as presented in the first row in Fig. 1 (b). Lastly, the lack of specific guidance causes inconsistencies across frames, as demonstrated in the first row in Fig. 1 (c), in which the prompt is meant to generate human motion, yet the human body disappear in some frames. To solve these problems, the skeleton-guided text-to-video generation [7, 8], which is conditioned on a human skeleton, has been introduced. However, this method creates or locates a pose that matches the given text, accurately obtaining the desired motion is difficult.

Early methods of human motion generation use human motion prediction [9–11] methods that predict subsequent actions based on previous actions and generate in-between motion [12, 13]. Recently, text-driven human motion generation, using models such as motion diffusion model (MDM) [14], MotionDiffuse [15], and text-to-motion generative pre-trained transformer (T2M-GPT) [16], which generates three-dimensional (3D) human motion sequences from text prompts, has been studied. In particular, T2M-GPT [16] is expected to be widely applicable as it can generate complex movements using sentence much longer than previous models.

In this study, we propose a novel video generation algorithm that generates natural human movements with text-to-skeleton module and a pose guided text-to-video module.
Specifically, a text prompt is used as an input to generate high quality 3D human motion. This process can yield accurate human motion. Next, motions are converted to two-dimensional (2D) skeletons using a text guided projection matrix. At this stage, we can obtain desired pose by projecting a 3D motion onto the 2D pose corresponding to the camera direction prompt. Lastly, the input text and the 2D-human-skeleton sequence obtained from the generated 3D human motion are used to create a video containing high-quality human movements.

Notably, this framework generates high-quality videos containing human motion and controls the viewing angle and movement of the camera. To the best of our knowledge, our algorithm is the first of its kind that can control the camera position and the scale of the subject as desired. We confirmed the feasibility of the model, demonstrating the potential to implement camera techniques commonly used in actual films.

Importantly, our model can potentially be used as a framework connecting text-driven human motion generation and text-to-video models. As these model improve owing to seminal research, their combination within our framework would yield better text-to-video outputs.

Our contribution are as follows:

- We proposed a framework that employs text to skeleton module and text to video generation modules to synthesize a high quality video expressing dynamic scenes with complex human behavior by a text based camera control.

- Our framework can control a viewing direction of generated video when generating projected 2D skeleton which enables the output more dynamic and plausible.

- Our text-to-video methods outperform both in quantitative and qualitative results than previous methods.

2. Related Work

2.1. Text-driven Video Generation

In early studies, mainstream human motion generation methods predicted subsequent frames based on the initial frame [17, 18]. Subsequently, generative adversarial network (GAN) [19]-based models [20] were introduced, which can generate videos unconditionally without using the initial frame or with classes as the only condition.

As language models and transformers have developed, video generation from text prompts has become possible. Godiva [21] extended the Vector Quantized-Variational AutoEncoder (VQ-VAE) [22] to T2V generation by mapping text tokens to video tokens and generated highly realistic scenes. NUWA [23] proposed an auto-regressive framework that can be used for both T2I and T2V tasks, and is an extension of the model proposed by Godiva [21].

Diffusion [24] is a technique that adds noise to the input image and then removes the noise in several steps to produce a realistic image. A VDM [4] uses a space-time decomposition U-Net [25] to directly implement the diffusion process at the pixel level. Make-A-Video [6] uses T2I to learn the relationship between text and video, and learns motions via unsupervised learning on unlabeled video data. In addition, ModelScope [26], Zero-Scope [27], RunwayAI [28] and CogVideo [29] are T2V models that generate plausible video. Even though, there have been several such efforts, there are problems, namely motion ambiguity problem, scale problem and temporal consistency problem as shown in Fig. 1. Our method is also in the field of Text-driven Video Generation and we addressed these problems in two stages, which consist of the text-to-skeleton module and the pose guided text-to-video module.

2.2. Text-driven Human Motion Generation

Our text-to-skeleton module consists of the text-to-motion generation module and the motion-to-skeleton projection module. Recently, various methods such as Variational AutoEncoder (VAE) [30], diffusion [24] have been
studied for human motion generation. Models such as [31–34] which are based on VAE [30] are often used for human motion generation. The most representative method is T2M-GPT [16]. It maps motion to discrete values using VQ-VAE [22] and uses motion-GPT, a GPT [35]–like network [16], to predict the next discrete values or indices that correspond to the motions. Then, these indices are decoded to obtain the motions that correspond to the given text. Diffusion based methods, such as Motion Diffuse [15] and MDM [14], have been widely studied. Motion Diffuse [15] is the first model that uses a diffusion model [24] for text to motion generation. MDM [14] is a diffusion-based generative model without a classifier for the human motion domain. Text-driven human motion generation is a powerful technique that can output a desired motion for skeleton-guided T2V model. Among various text-driven models used for generating human motion, we tested T2M-GPT [16] and diffusion-based MDM [14] in this study. The outputs obtained from the models were then used as guidance for the T2V model in our framework.

2.3. Pose-guided Video Generation

Despite the efforts to implement text-driven video generation models, directly generating human motion in videos is difficult. Previously, generative models [36, 37] used skeleton guidance to generate human motion, however, there was a problem with generating random style video. Recently, based on these ideas, models [7, 8] have shown the possibility of solving this problem using both prompt and skeleton guidance, however, these models cannot be implemented immediately because of the problem of inputting skeleton videos and text. We solved this problem by combining text-driven human motion generation approach.

3. Proposed Method

In this section, we present an overview of our proposed framework, which is shown in Fig. 2. Our framework aims to generate high quality and diverse videos depicting human motions and the method consists of two stages. The (1) text-to-skeleton generation stage generates motion from given texts and then use motion-to-skeleton projection module to obtain projected 2D skeletons. In the text-to-motion generation, various text-to-motion generation models can be applied in this stage. Motion-to-skeleton projection is a sub-stage that projects generated 3D human motions to 2D space. In this stage, we use motion-to-skeleton projection module which projects human motion with text driven camera matrix. In this step, texts which describe the viewing direction could be given. With given texts, this module controls the output projection style by adjusting camera angles and distances. Therefore, we can generate diverse scenes using different camera angles and movements inally, (2) the skeleton-guided text-to-video generation stage generates videos using the texts from the first stage along with the projected human joints. Similar to the first stage, we can use various text-to-video models in the final stage.

3.1. Text-to-Skeleton Motion Generation

This stage consists of two sub-stages: Text-to-motion Generation and Motion-to-skeleton Projection.

Text-to-motion Generation

Text-to-motion generation stage uses a predefined T2M network that generates sequential 3D human motion. Note that 3D human motion is generated by a set of joints that represent locations relative to a root position. Using input text \( \mathcal{P} \), the T2M network \( F(\mathcal{P}; \theta) \) generates sets of vertices \( \{V_i^{3D} \}_{i=1}^K \) which form meshes representing human motion as expressed below.

\[
F(\mathcal{P}; \theta) = \{V_1^{3D}, \cdots, V_K^{3D}\},
\]

where the \( \theta \) is a model parameter of T2M network and \( K \) is the number of vertices in the meshes.

T2M [38] uses a convolutional motion autoencoder to obtain motion snippet code, which contains latent sequences of motions. Using given texts, the network approximates the conditioned probability distribution using Text2Length Sampling. At the motion generation stage, 3D human motion, which is conditioned on the given text and sampled motion length, is generated. MDM [14] and MotionDiffuse [15] use transformer and diffusion based architectures to generate 3D human motion. We can use these models during the first stage. Similar to T2M [38], the T2M-GPT [16] model uses VQ-VAE [39] to encode latent sequences. Then, the model uses motion-GPT to sequentially generate indices. This model generates motion from text in an auto-regressive fashion when predicting the next index. Using the given \( i - 1 \) indices, \( S_{<i} \), and text \( c \), the model chooses the next index which maximizes the probability \( p(S_i|c, S_{<i}) \). Therefore, at this stage a pre-trained motion VQ-VAE is required.

Motion-to-skeleton Projection

At this stage, we will introduce motion-to-skeleton projection module shown at the bottom of Fig. 2. This module accepts a preset text description of a camera direction, \( \mathcal{P}_{\text{camera}} \), as an input and outputs the corresponding projected 2D skeletons. This module consists of three parts. The first part involves 3D skeleton regression. This stage accepts 3D mesh vertices from the text-to-motion network and uses the joint regressor reported in [40] to regress joints from the mesh vertices. We can formulate this stage as shown below where \( V_i^{3D} \in \mathbb{R}^3 \) denotes the \( i^{th} \) vertex of the mesh, \( J_i^{3D} \in \mathbb{R}^3 \) denotes the \( i^{th} \) joint regressed from the mesh and \( J_{\text{reg}} \) is the joint regression matrix.

\[
J_i^{3D} = J_{\text{reg}}V_i^{3D}
\]
**Figure 2. Overall process of our proposed framework. Top:** Our framework consists of two stages: (1) Text-to-skeleton generation, (2) Skeleton-guided Text-to-Video Generation. A text prompt is passed to the text-to-human motion generation network to generate 3D mesh vertices of each frame of motion. Then, with camera direction description prompt, motion-to-skeleton projection module converts these vertices to the skeletons and project to 2D space corresponding to the camera direction prompt. The last stage, (2) Skeleton-guided text-to-video generation, we use text-to-video network with 2D projected skeletons from motion-to-skeleton projection module and generates the output video corresponds to input prompt \( P \). **Bottom:** Motion-to-skeleton projection module in detail. Motion-to-skeleton projection module takes 3D vertices of mesh and regress the 3D skeleton with joint regressor. And, decide camera position and direction with given textual description \( P_{Camera} \) about the camera. Then mapping pre-define parameter between prompt and camera direction and position, motion-to-skeleton projection module project the 2D skeletons with the projection matrix determined by prompt \( P_{Camera} \).

In the second part, the camera position is changed using a camera prompt. We can express rotation and translation using a camera extrinsic matrix containing homogeneous coordinate, as expressed below.

\[
\begin{pmatrix}
R_{3 \times 3} & t_{3 \times 1} \\
0_{1 \times 3} & 1_{1 \times 1}
\end{pmatrix}
\]

Note that \( R_{3 \times 3} \) defines the rotation of a camera and \( t_{3 \times 1} \) defines the translation of the camera. An intrinsic matrix in combination with the extrinsic matrix is used to define a projection matrix \( P_{proj} \) as follows.

\[
P_{proj} =
\begin{pmatrix}
f_x & 0 & c_x & 0 \\
0 & f_y & c_y & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
R_{3 \times 3} & t_{3 \times 1} \\
0_{1 \times 3} & 1_{1 \times 1}
\end{pmatrix}
\]

We pre-defined the textual descriptions and corresponding directions, and the motion-to-skeleton projection module uses the lookup table to decide camera position. The final step involves 2D projection based on camera rotation and translation matrices. Using the determined \( P_{proj} \), we can project the 3D skeleton onto 2D space using a homogeneous coordinate system as follows:

\[
\begin{pmatrix}
X_l \\
Y_l \\
W
\end{pmatrix} = P_{proj}
\begin{pmatrix}
X_w \\
Y_w \\
Z_w \\
1
\end{pmatrix}
\]

The final output of the motion-to-skeleton projection module is a direction-aware 2D-projected skeleton \( \hat{J}^{2D} \). Notably, \( P_{Camera} \) need not be used to decide the camera position. If no textual description related to camera position is available, then an identity matrix is used as the camera extrinsic matrix.

### 3.2. Skeleton-guided Text-to-video Generation

The output of the second stage is provided to a T2V network, which uses the 2D skeleton from the motion-to-skeleton projection module as a guide. Let \( G \) be a T2V network and \( \gamma \) be its parameter. Using the given 2D skeleton from the motion-to-skeleton projection module \( \hat{J}^{2D} \), we obtain the videos consists of \( m \) frames \{\( f_1, \ldots, f_m \}\).

This stage is formulated as below where \( \hat{J}^{2D} \) is a sequence of 2D projected motions represented as concatenated form. The formal definition of \( \hat{J}^{2D} \) and output of \( G \) are formulated as below.

\[
\hat{J}^{2D} = \text{concat}(\hat{J}_1^{2D}, \ldots, \hat{J}_m^{2D})
\]

\[
\{f_1, \ldots, f_m\} = G(\hat{J}^{2D}; P; \gamma).
\]

### 4. Experiments

#### 4.1. Experimental Results

In this section, we describe the three main experiments conducted and analyze the results. First, we compare the
4.2. Evaluation Metrics

**Action Classification (AC) accuracy** AC accuracy is the ratio of a well-classified video to the entire generated video. This ratio measures the extent to which the generated videos match with the action in the prompts. To evaluate the extent to which text prompt $P$ is aligned with the video output, we used the action classification model Text4Vis [41] to determine the AC based on the classes "jump", "run", "climb", "kick", "punch", "clap", "golf", and "sit".

**CLIP score (CS) [42]** CS measures the extent to which the generated videos are aligned with the text prompts. In precise manner, it is a metric that represents the extent to which a caption matches an image without relying on human annotations. Let $I$ be an input image, $C$ be a corresponding caption, and $E_I$, $E_C$ be embeddings within the image and caption, respectively. Then, the CLIP score is defined as follows:

$$\text{CLIPScore}(I, C) = \max(100 \times \cos(E_I, E_C), 0)$$

where the CLIP score is between $[0, 100]$. The closer the score is to 100, the better alignment.

**Frame Consistency (FC) [43]** FC is the average value of the cosine of the similarities between all consecutive pairs of CLIP image embeddings on all frames. This measures the extent to which naturally generated frames change. This metric is in the range of $-1$, 1, similar to the range of values of the cosine function. The closer the score is to 1, the better the result.

4.3. Quantitative Results

Table 1 shows the quantitative results from T2V models which obtained with and without pose guidance, based on AC, FC [43] and CS [42]. Note that the use of pose guidance is not necessary in T2V-Zero [8]. As shown in table 1,
Figure 4. This figure shows that using motion-to-skeleton projection module, we can generate human motion from diverse viewpoints such as top view and side view. Moreover, scaling the size of the human is possible.

Table 1. Quantitative comparison between various text-to-video networks on action classification (AC) accuracy, frame consistency (FC) [43], CLIPscore (CS) [42]. If we proceed with our framework, we can see that the performance is better than other T2V models. In addition, in the case of Text2Video-Zero [8], it can be seen that adding our framework increases all performance.

<table>
<thead>
<tr>
<th>T2V model</th>
<th>Metric</th>
<th>AC↑</th>
<th>FC↑</th>
<th>CS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>ModelScope [26]</td>
<td></td>
<td>32.5%</td>
<td>88.9%</td>
<td>30.1</td>
</tr>
<tr>
<td>Cogvideo [29]</td>
<td></td>
<td>35.2%</td>
<td>90.8%</td>
<td>-</td>
</tr>
<tr>
<td>Zeroscope [27]</td>
<td></td>
<td>34.6%</td>
<td>92.2%</td>
<td>30.3</td>
</tr>
<tr>
<td>Text2Video-Zero [8]</td>
<td></td>
<td>44.1%</td>
<td>81.7%</td>
<td>28.4</td>
</tr>
<tr>
<td>Text2Video-Zero + Ours [8]</td>
<td></td>
<td>47.8%</td>
<td>92.2%</td>
<td>29.9</td>
</tr>
</tbody>
</table>

Table 2. Quantitative results comparison between two different text-to-motion networks using pose guidance. It can be seen that even using various T2M models shows better performance than the existing T2V models.

<table>
<thead>
<tr>
<th>T2M model</th>
<th>Metric</th>
<th>AC↑</th>
<th>FC↑</th>
<th>CS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2M-GPT [16]</td>
<td></td>
<td>47.8%</td>
<td>92.2%</td>
<td>29.9</td>
</tr>
<tr>
<td>MDM [14]</td>
<td></td>
<td>46.0%</td>
<td>92.1%</td>
<td>30.2</td>
</tr>
</tbody>
</table>

Table 3. Quantitative results applying camera rotation and skeleton scaling on motion-to-skeleton projection module with pose guidance.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Metric</th>
<th>AC↑</th>
<th>FC↑</th>
<th>CS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td></td>
<td>51.9%</td>
<td>92.8%</td>
<td>30.3</td>
</tr>
<tr>
<td>Top view</td>
<td></td>
<td>57.7%</td>
<td>92.8%</td>
<td>30.5</td>
</tr>
<tr>
<td>Lateral view</td>
<td></td>
<td>51.0%</td>
<td>92.7%</td>
<td>30.7</td>
</tr>
<tr>
<td>Default</td>
<td></td>
<td>51.9%</td>
<td>92.8%</td>
<td>30.3</td>
</tr>
<tr>
<td>Zoom in</td>
<td></td>
<td>48.0%</td>
<td>92.7%</td>
<td>29.6</td>
</tr>
<tr>
<td>Zoom out</td>
<td></td>
<td>45.2%</td>
<td>92.7%</td>
<td>29.3</td>
</tr>
</tbody>
</table>

Based on T2V-Zero [8] the presence of our framework outperforms the results on AC accuracy, FC [43], and CS [42] than T2V-Zero [8] without ours. Moreover, using our framework with FYP [7], we obtained the state-of-the-art performance in T2V tasks. This demonstrates that our framework has a significant role in T2V task. Table 2 shows the effect of T2M networks on our framework, experimented by fixing the FYP [7] of the second stage of our framework. Even if MDM [14] is used, which has lower performance than T2M-GPT [16], the performance of T2V network using our framework is better. Table 3 shows metrics that various camera prompts applied to motion-to-skeleton projection module. In case of camera rotation, top view shows the best performance in overall metrics. In skeleton scale it rather shows worse results than not using scaling, since T2V models are not tend to generate small person. Moreover, in case of too large subjects they do not generate videos too.

4.4. Qualitative Results

Fig. 3 shows the comparison between various T2V models and our frameworks. In the images on the left of Fig. 3, a face disappears in the results using Zeroscope [27], and a scale problem occurs for the rest of the models such as creating a giant hand. Given a complex prompt, ModelScope [26], Zeroscope [27] and T2V-Zero [8] do not generate a person properly. And in case of CogVideo [29] and Runway-Gen2 [28] do not generate human motion aligned with the text prompt. However, using our framework, we generate human motion which aligned well with the given text prompt. We control camera direction using motion-to-skeleton projection module and the results are shown in Fig 4. A motion like “jump” is shown to be represented well using top view. Moreover, a motion like “kick” tends to have better representation at the lateral view. These implies with adequate viewing direction is provided, the better quality of outputs. Therefore, controlling the viewing direction is important work to be studied. Figure 6 shows the problems that we mentioned before. In case of motion ambi-
Figure 5. The above figure shows the user study results for ZeroScope, Runway AI, T2V-Zero, and Our. We evaluated four models based on a total of three, and obtained 56.8% and 52.1% and 50.4% results for Semantic reference of Prompt and video, Realism of motion, and Overall quality, respectively. For the rest of the models, we have up to 24.5% performance for quality, but we can see that our results are overwhelming.

4.5. Limitations

Although our methods enhance the quality of output video with human motions, there are limitations of our method. First, our method cannot automatically regress adequate camera pose for viewing direction. We experiment an interpolation of camera matrix based on similarity of word embeddings in naive way. We left this for future works. We look forward the integration with advanced natural language processing fields. Second, as we mentioned the background does not change in the case of T2V-Zero [8] network. Even with an adjustment of camera position and direction, the size of the human change but not the background so that the output videos look like a human shrinking. Third, the output quality of our method depends on the performance of both text-to-motion and text-to-video networks. Shown in Fig. 7: Top, the generated motions from text-to-motion network does not align to the prompt resulting mis-aligned output video. Moreover, in Fig. 7: Bottom, even though text-to-motion network work well, the output video may be mis-aligned because of text-to-video network.

5. Conclusion

In this study, we addressed the problem associated with T2V models. Previous T2V models cannot generate suitable text-aligned outputs, including human motions. There are three main problem in previous T2V models. First, unintended or ambiguous motions are generated. Second, a video containing inadequate scale which poorly represents the text are generated. Third, a temporal consistency between frames in videos are not guaranteed. We solve this problem using our proposed framework. Our framework consists of two stages. The first stage is the text-to-skeleton module that generate projected skeletons from the T2M networks. This stage generate human motion from the prompt using T2M networks. Then, the motion-to-skeleton projection module projects generated skeletons with predefined viewing descriptions and camera parameters loop-up table. The second stage is pose-guided text-to-video generation which use pose guided T2V networks to exploit generated skeletons from the previous stage and the text prompt from the first stage to generate human motion included videos. Our frameworks outperforms previous T2V models in the quantitative manner. Moreover, even in qualitative results, the problems mentioned before do no appear. To the best of our knowledge, our framework is the first of its kind that uses text-driven-motion-generation networks to generate high-quality videos related to human motions. We hope that our research would have a positive impact on the subsequent studies and applications involving T2V tasks.
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Figure 6. This figure shows problems of motion ambiguity, scale, and temporary consistency, which are the problems of existing T2V Model. At the top, despite given text prompts containing kick and punch, Runway-Gen2 [28] generate static human. At the middle, in case of text prompt containing words run and jump, the scale objects are too large which is a problem. At the bottom, a person is disappearing in the middle of the frames which is inconsistent. However, using our framework these problems are not occurred.

Figure 7. This figure shows the limitation for T2M and T2V. Look at the picture on the left, We can see that the motion of punching comes out only from the front. It is the limitation of the T2M that cannot control the camera to express the punch well, and the right is the limitation of the T2V, which explains that the background does not change according to the movement.
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