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Abstract

Most pruning methods focus on determining redundant channels from the pre-trained model. However, they overlook the cost of training large networks and the significance of selecting channels for effective reconfiguration. In this paper, we present a "pruning from scratch" framework that considers reconfiguration and expression capacity. Our Shared Pruning Module (SPM) handles a channel alignment problem in residual blocks for lossless reconfiguration after pruning. Moreover, we introduce nuclear norm-based regularization to preserve the representability of large networks during the pruning process. By combining it with MACs-based regularization, we achieve an efficient and powerful pruned network while compressing towards target MACs. The experimental results demonstrate that our method prunes redundant channels effectively to enhance representation capacity of the network. Our approach compresses ResNet50 on ImageNet without requiring additional resources, achieving a top-1 accuracy of 75.25% with only 41% of the original model’s MACs. Code is available at https://github.com/jsleeg98/NuSPM.

1. Introduction

Convolutional neural networks (CNNs) have achieved remarkable success and are used in a wide range of AI applications. As CNNs offer high performance, their computational complexity also become higher, which can burden the deployment on edge devices. To mitigate these challenges, there are many methods to reduce the computational cost of a network, such as designing efficient networks [38, 41], knowledge distillation [12], network search [27, 49], quantization [46] and network pruning [5, 17, 19]. Among them, network pruning is one of effective methods for reducing the resource requirements of the network while minimizing performance degradation. To be specific, structured pruning reduces the inference time practically by removing entire redundant channels from layers.

Structured pruning can be categorized into two main approaches: importance-based and regularization-based methods. Importance-based methods [10, 19] use heuristic metrics, such as $\ell_1$ norm or geometric median, to evaluate the significance of channels. On the other hand, regularization-based methods [28, 47] prune the network by incorporating regularization loss during the pruning process. These structured pruning methods usually follow a three-step pipeline. First, a large network is pre-trained until it reaches convergence and achieves a high performance on the target task. Second, the network is pruned to remove redundant channels based on specific pruning criteria or metrics. Finally, the pruned network is fine-tuned to recover from performance degradation caused by the pruning
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process. This three-step pipeline has been widely used in structured pruning approaches and has shown promising results in reducing the computational cost and memory footprint of inference. Structured pruning methods primarily emphasize optimizing the last two processes to achieve efficient and effective network compression. However, training a large model until it converges is difficult and time-consuming, which reduces the overall efficiency. To deal with this inefficiency, we present a framework for pruning from scratch.

Pruning from scratch is compressing the network started from randomly initialized weights. In this framework, determining the significance of channels becomes challenging when using an importance-based approach. Instead, we adopt a regularization-based method, which gradually prunes the network over time. However, if the regularization is applied to network parameters directly, it has the potential loss of meaningful information and reduces network flexibility. To mitigate this issue, we use an indirect approach by applying regularization to the pruning module. This approach enables us to conduct recoverable network search during the pruning process.

Practical acceleration of a pruned network through structured pruning requires a reconfiguration process that actually removes masked channels. The widely-used residual blocks consist of convolutional layers and can be categorized into inner and outer layers based on their relationship to the shortcut connection. The inner layers can be reconfigured without any techniques because they operate independently. However, when the outer layers, which are related to shortcut connections, are reconfigured without considering channel alignment, the pruned network cannot maintain its performance after the reconfiguration process. In this paper, we introduce the Shared Pruning Module (SPM) as an approach for pruning the outer layers to achieve efficient network compression while preserving performance. By sharing the pruning module of the outer layers, we achieve more efficient network by properly pruning both inner and outer layers.

It is significant to guide the pruning module towards selecting appropriate channels. This should be done while maintaining the network’s ability to effectively capture and express complex patterns and features, which we refer to as its “representability”. To preserve network representability while achieving the target compressed network, we introduce two types of losses: $L_{\text{mac}}$ and $L_{\text{nuc}}$. The $L_{\text{mac}}$ loss is designed to guide the pruning modules towards achieving the target Multiply-Accumulate operations (MACs) for the pruned network [22]. On the other hand, $L_{\text{nuc}}$ aims at maintaining the representability of the pruned network where the nuclear norm [40] measures the similarity in expression capacity between the pruned network and the large network. By applying both loss functions, we achieve a compressed network of the target ratio while maintaining the representability of the large network.

In our experiments, we show that our pruning method achieves an accuracy of 75.3% on the ImageNet dataset while utilizing only 41% of the original ResNet50 MACs. This result is obtained without requiring pre-training of a large network. Moreover, we prune ResNet56 by 51% of its original size while still achieving an accuracy of 93.5% on the CIFAR10 dataset. These results outperform prior works that utilize pre-trained networks despite pruning from scratch.

The contributions of this paper are highlighted as follows:

- The Shared Pruning Module (SPM) is introduced to address the channel alignment problem without increasing the network size during reconfiguration.
- A novel loss function that leverages the nuclear norm is proposed to preserve the expression capacity of pruned networks.
- Experiments show that the accuracy of 93.5% and 75.3% on CIFAR10 and ImageNet are achieved, respectively, without a pre-trained network.

2. Related Works

Network pruning methods have aimed to accelerate the inference of deep neural networks by eliminating redundant components, such as parameters or channels in the model. According to granularity, this method is categorized into unstructured pruning and structured pruning. Unstructured pruning methods individually identify and remove unimportant connections or weights from the network. Therefore, real acceleration on a general-purpose GPU requires specialized libraries. On the other hand, structured pruning method determines redundant elements as channels, enabling acceleration of inference time without requiring additional resources. Our approach applies structured pruning for practical acceleration.

2.1. Structured pruning

Structured pruning can be classified into two approaches based on the removal strategies: importance-based and regularization-based. Importance-based structured pruning uses various metrics to assess the significance of channels. For instance, Li et al. [19] prune channels based on the $\ell_1$ norm of network’s weight. However, channels having a large magnitude of weights does not always represent that they are important. Instead, He et al. [10] detect informative channels by assessing their correlation using the geometric median based on network’s weight. In addition to using network’s weights, the results of activation functions can serve as an accurate evaluation of importance. Lin et
al. [25] determine channel importance by its rank within the feature map. Alternatively, channels that receive fewer updates after backpropagation may be considered less important [34]. Furthermore, a Hessian matrix approximated by first-order derivatives can be utilized to assess channel importance [37]. However, these methods typically have limitations in that they determine importance from pre-trained networks.

Regularization-based structured pruning appends regularization loss during pruning to sparsify large networks. Liu et al. [28] use $\ell_1$ regularization on the scaling factors in batch normalization for network pruning. As this approach can lead to overall weights being set to zero, causing performance degradation, Zhuang et al. [47] introduce “polarization” regularization to keep important weights intact.

There are several methods to indirectly apply regularization for better information preservation. Lin et al. [26] utilize detached soft mask from the network and apply $\ell_1$ regularization to it. In another approach, channel pruning is achieved by employing regularization on an additional convolutional layer [22]. Xiao et al. [44] utilize $\ell_0$ regularization on auxiliary parameters for network pruning. By using these indirect methods that involve regularization, it becomes possible to perform recoverable channel selection and to improve overall performance while mitigating the loss of valuable information in the original network.

2.2. Reconfiguration after pruning

Modern networks include residual blocks which have shortcut connections. These connections require an equal number of input and output feature maps, as well as equal indices. Given this requirement, careful selection of channels becomes crucial during reconfiguration after pruning. If channels in the outer layers are pruned without considering matching feature maps, applying a union operation can preserve network performance, but the network size is increased [16, 32]. To avoid this problem, several methods [3, 10, 24, 30, 31] focus on pruning only the inner layers of residual blocks. However, achieving an efficient network without pruning outer layers remains challenging. As alternatives to these methods, Wang et al. [42] compute the average importance of outer layers to ensure equal scoring, and Lin et al. [23] manually adjust the channels of outer layers. In contrast to these approaches, our proposed SPM automatically addresses this issue during the pruning and reconfigures without increasing network size.

2.3. Pruning from scratch

To alleviate the computationally demanding nature of pre-training over-parameterized networks, several methods have been introduced to enable pruning from scratch. Franke and Carbin [4] involve training a neural network with random initialization for a short period. After this initial training, they prune the network to create a smaller sub-network. This pruned sub-network is then reinitialized with its original random weights and fine-tuned. In Lee et al. [18], important channels are determined by connection sensitivity, which is based on the impact of the network’s output from the initial model. And then, they fine-tune the sub-network as regular training. Similarly, in Wang et al. [43], they prune a large network from scratch using a pruning method similar to Liu et al. [28]. After reaching the target network size, they train the sub-model. As another aspect, Shen et al. [39] determine when to prune based on sub-network similarity. If their sub-networks are similar, they prune the network and fine-tune during rest epochs. In these approaches, redundant channels are identified from an under-trained model allowing no opportunity for those pruned channels to update again. Consequently, this premature channel determination to prune can lead to misidentifying channels and result in performance degradation.

3. Methods

We introduce a framework for pruning from scratch that is free from pre-trained models. In particular, Shared pruning module (SPM) is presented in Sec. 3.1 to consider channel alignment problem for reconfiguration without increasing the network size. Then, we explain the proposed regularization in Sec. 3.2, aimed at achieving a model with desired computational cost while preserving the representability of the original network.

3.1. Shared Pruning Module

In a network with $L$ convolutional layers, the filters of the $l$-th convolutional layer $w^l$ can be represented by $\mathbb{R}^{C_{in} \times C_{out} \times k \times k}$, where $k$ is the kernel size. $C_{in}$ and $C_{out}$ are the number of input channels and output channels, respectively. To reduce the size of the network, structured pruning removes the filters that have less impact on network performance. We apply the pruning module inspired by previous works [21, 22, 44, 45], as shown in Fig. 2 (c), to automatically determine the criterion as below:

$$o^l_c = (1(a^l_c) \odot w^l_c) * d^{c-1}_l$$

where $\odot$ and $*$ are the element-wise multiplication and convolution operation, respectively. $o^l_c$ represents the $c$-th output feature map of the $l$-th layer, $w^l_c$ denotes the $c$-th filter of $w^l$. $\mathbb{I}$ is an indicator function as follows:

$$\mathbb{I}(a^l_c) = \begin{cases} 1, & \text{if } a^l_c > \tau \\ 0, & \text{otherwise.} \end{cases}$$

$a^l_c$ is the pruning indicator for determining whether to remove the $w^l_c$. The value of $a^l_c$ determined by the learning
process can be represented as a binary mask through the indicator function $\mathbb{I}$, which have a value of 1 when above the threshold $\tau$ and 0, otherwise. The mask is multiplied to the $w^l_c$, retaining the value of $w^l_c$ if the corresponding mask value is 1, while pruning it if the mask value is 0.

Since Eq. (1) involves a binary operation, it is non-differentiable, which presents challenges for back-propagation. To solve this, straight through estimator (STE) is used for back-propagation as below:

$$\frac{\partial L}{\partial a^l} = \frac{\partial L}{\partial \mathbb{I}(a^l)}$$

where it allows for the direct passing of gradients from $\mathbb{I}(a^l)$ to $a^l$, resulting in the update of the binarized convolutional layer. Therefore, the networks can be automatically pruned without relying on heuristic criteria.

Modern networks often include residual blocks to improve performance by mitigating the vanishing gradient problem. As shown in Fig. 2 (a), the residual blocks are typically stacked consecutively by:

$$o^{l+1} = f(o^l) + r_n(o^l).$$

The function $f$ corresponds to a $1 \times 1$ convolutional layer used to match dimensions of output channels. Meanwhile,
with shortcut connections. The binary mask \( m^l \) is created by the pruning module’s indicator. As \( m^l \) is applied to both the \( 1 \times 1 \) convolutional layer \( f \) and the output of bottleneck layers, the addition operation is conducted using the same mask. Consequently, the pruned channels of output feature map are not changed after reconfiguration. However, it should be noted that the residual blocks following the first one differ from the initial block in this regard.

\[
o^{l+1} = f(o^l) \odot m^l + r_n(o^l) \odot m^l. \tag{5}
\]

In the subsequent shortcut connection operation as shown in Eq. (6), the addition is performed using different binary masks, namely \( m^l \) and \( m^{l+1} \). These masks are applied to the respective layers before the addition operation takes place. Since \( m^l \) and \( m^{l+1} \) are generated by different pruning indicators, they can have varying numbers of masked channels or even different indices of masked channels. We call this the channel alignment problem. This discrepancy in the binary masks can result in different sets of channels being retained or pruned for each layer, potentially leading to differences in the network’s architecture and computation flow between the two layers involved in the addition operation. To reconfigure the network using these binary masks without any performance degradation, it should apply a union operation to combine them. This can be seen in the “Reconfiguration” part of Fig. 2 (b), where the binary masks \( m^l \) and \( m^{l+1} \) are merged using a union operation \([16,32]\). It can remain all necessary channels, but it can increase network size as decrease masked channels of binary mask.

In this paper, we propose the Shared Pruning Module (SPM) as an approach to automatically address the challenge of channel alignment, as shown in Fig. 2 (c). The SPM is specifically designed to prune the outer layers, which are involved addition operations. By leveraging a shared pruning indicator, we ensure consistent pruning or holding of channels participating in these operations. This eliminates any mismatches or inconsistencies during the addition operation. Our approach based on the SPM provides an effective solution for automating channel alignment and achieving efficient reconfiguration in network architectures with shortcut connections.

\[
o^{l+2} = o^{l+1} \odot m^s + r_n^{o^{l+1}} \odot m^s. \tag{7}
\]

In Eq. (7), the binary mask \( m^s \) is generated by the SPM. The pruned channels do not change after reconfiguration. Because the binary masks applied to the output feature maps are the same. This allows for channel removal while maintaining performance and without increasing network size.

### 3.2. Regularization for pruning from scratch

We introduce two regularization terms: \( \mathcal{L}_{mac} \) and \( \mathcal{L}_{nuc} \) for achieving the desired compression ratio and preserving the representability of the original network, respectively. To achieve the target ratio by reducing computational complexity of network, \( \mathcal{L}_{mac} \) is calculated as follows:

\[
\mathcal{L}_{mac} = \left| \sum_l C'_{out} \times C'_{in} \times \mathcal{F}_h \times \mathcal{F}_w \times k^2 - \zeta \right|^2 \tag{8}
\]

where \( C'_{out} \) and \( C'_{in} \) denote the number of pruned input channels and output channels, respectively. \( \mathcal{F}_h \times \mathcal{F}_w \) is the size of feature map, and \( \zeta \) is the target MACs. It is defined as the squared \( \ell_2 \) norm of the difference between current and target MACs. However, when determining which channels to retain through the pruning module, it is necessary to consider not only achieving the target ratio, but also improving performance.

Derived from the inherent nature of pruning, which can reduce the network’s capacity and lead to performance degradation, we suggest maintaining network representability layer by layer. In mathematics, rank can be used to express representability, as it refers to the dimension of the vector space that can be generated by a matrix. Using rank directly in a loss term may be challenging \([40]\) due to its limited range of expression as it can only be an integer value. Instead, we use the nuclear norm, which provides a more flexible and continuous representation compared to the discrete nature of rank, which is defined as the \( \ell_1 \) norm of the singular values of a matrix. Nuclear norm regularization differs from L1 or L2 regularization in that it assesses the network’s representation capacity rather than merely shrinking the weights.

The representability of the pruned layer can be obtained by its weight as shown below:

\[
p^l = \mathbb{I}(d^l) \odot w^l \tag{9}
\]

where \( p^l \) denotes the pruned weight of \( l \)-th convolutional layer.

\[
I_p^l = \|p^l\|_*, \tag{10}
\]

\[
I_o^l = \|w^l\|_* \tag{11}
\]
Table 1. Results of ResNet56 on CIFAR10 dataset. “PT” represents requiring pre-trained network, and “Y” and “N” means yes or no, respectively. “MACs” stands for the number of multiply and add operation for network, and less is better.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PT</th>
<th>MACs(M)</th>
<th>Top-1 acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ThiNet [31]</td>
<td>Y</td>
<td>63.6</td>
<td>92.98</td>
</tr>
<tr>
<td>CP [11]</td>
<td>Y</td>
<td>63.6</td>
<td>92.80</td>
</tr>
<tr>
<td>DCP [48]</td>
<td>Y</td>
<td>63.6</td>
<td>93.49</td>
</tr>
<tr>
<td>AMC [9]</td>
<td>Y</td>
<td>63.6</td>
<td>91.90</td>
</tr>
<tr>
<td>SFP [7]</td>
<td>Y</td>
<td>63.6</td>
<td>93.35</td>
</tr>
<tr>
<td>Rethink [29]</td>
<td>N</td>
<td>63.6</td>
<td>93.07</td>
</tr>
<tr>
<td>PfS [43]</td>
<td>N</td>
<td>63.6</td>
<td>93.05</td>
</tr>
<tr>
<td>Ours</td>
<td>N</td>
<td>63.2</td>
<td>93.50</td>
</tr>
</tbody>
</table>

Table 2. Results of ResNet50 on ImageNet dataset. "Epochs" represents the number of total epochs from randomly initialized weights to finetune after pruning. “PT” and “MACs” have the same meaning as stated in Tab. 1.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PT</th>
<th>MACs(G)</th>
<th>Top-1 acc. (%)</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAL [26]</td>
<td>Y</td>
<td>2.3</td>
<td>72.0</td>
<td>150</td>
</tr>
<tr>
<td>Hrank [25]</td>
<td>Y</td>
<td>2.3</td>
<td>75.0</td>
<td>570</td>
</tr>
<tr>
<td>SSS [13]</td>
<td>N</td>
<td>2.3</td>
<td>71.8</td>
<td></td>
</tr>
<tr>
<td>Taylor [33]</td>
<td>Y</td>
<td>2.2</td>
<td>74.5</td>
<td></td>
</tr>
<tr>
<td>C-SGD [2]</td>
<td>Y</td>
<td>2.2</td>
<td>74.9</td>
<td></td>
</tr>
<tr>
<td>DSA [35]</td>
<td>N</td>
<td>2.0</td>
<td>74.7</td>
<td>120</td>
</tr>
<tr>
<td>Hinge [20]</td>
<td>Y</td>
<td>1.9</td>
<td>74.7</td>
<td></td>
</tr>
<tr>
<td>AdaptDCP [48]</td>
<td>Y</td>
<td>1.9</td>
<td>75.2</td>
<td>210</td>
</tr>
<tr>
<td>SCP [14]</td>
<td>N</td>
<td>1.9</td>
<td>75.3</td>
<td>200</td>
</tr>
<tr>
<td>PaS [22]</td>
<td>Y</td>
<td>1.7</td>
<td>74.5</td>
<td>150</td>
</tr>
<tr>
<td>PaT [43]</td>
<td>N</td>
<td>1.7</td>
<td>74.9</td>
<td>90</td>
</tr>
<tr>
<td>Ours</td>
<td>N</td>
<td>1.7</td>
<td>75.3</td>
<td>90</td>
</tr>
</tbody>
</table>

where $|| \cdot ||_*$ denotes nuclear norm. $I_p^l$ and $I_o^l$ denote the representability of the pruned layer and the original layer, respectively.

$$L_{nuc} = \sum_i |I_o^l - I_p^l|$$

where is defined as the sum of the $\ell_1$ norm, which reflects the difference between the representability in the original and pruned layers. By using $L_{nuc}$ regularization, we improve the pruned network performance by minimizing representability with original network. The final regularization can be written as:

$$L_{reg} = \alpha_{nuc} L_{nuc} + \alpha_{mac} L_{mac}$$

where $\alpha_{nuc}$ and $\alpha_{mac}$ are scale factors. We integrate regularization with the classification loss to form the final loss function. The final loss function is:

$$\min_{W,A} L(W, A) + L_{reg}.$$  \hspace{1cm} (14)

$W$ is the parameters of network and $A$ is the pruning indicators. $L(W, A)$ is a cross-entropy loss of the pruned network.

4. Experiments

We conduct experiments using ResNet [6] to show the effectiveness of our method for the classification task. We simply set a threshold of the pruning indicator, $\tau$ to 0.5. To demonstrate the applicability across datasets of varying sizes, we use CIFAR10 [15] and ImageNet ILSVRC 2012 datasets [1]. All experiments are executed on PyTorch framework using NVIDIA RTX A6000 GPUs. In order to demonstrate the efficiency of the Shared Pruning Module (SPM), we compare the MACs with PaS [22] after reconfiguration. We evaluate the impact of our nuclear norm-based regularization by examining accuracy across various values of $\alpha_{nuc}$ and analyzing the effect on the architecture of the pruned network.

4.1. Results on CIFAR10

We experiment on the CIFAR10 dataset [15], which includes 50,000 training images and 10,000 test images across 10 classes. When performing pruning from a randomly initialized network on the CIFAR10 dataset, we use the SGD optimizer with a batch size of 128. The learning rate is warmed up linearly in the first 8 epochs, after which it follows a step scheduler with a division factor of 0.2 at epochs 60, 120, and 160. The network undergoes pruning and fine-tuning all together for a total of 200 epochs, which is consistent with the fine-tuning epochs used in other methods [8]. To be specific, we perform pruning for the initial 120 epochs, and then the network is fine-tuned for the remaining epochs.

Tab. 1 shows the top-1 accuracy of ResNet56 pruned by pre-training required and pruning from scratch methods on CIFAR10 dataset. Compared to the methods which requires a pre-trained model, the proposed method achieves better or similar performance with a smaller network size. While other pruning from scratch methods may be limited in their expression capacity, our approach mitigates this limitation.

4.2. Results on ImageNet

ImageNet dataset [1] consists of 1.3M images across 1,000 classes. We employ the original training pipeline, utilizing PyTorch mixed-precision training based on DeepLearningExamples [36] with 90 epochs in total. An individual batch size of 128 is assigned to each GPU with using Distributed Data Parallel module. The learning rate is
initially warmed up linearly during the first 8 epochs, and then it follows a cosine decay throughout the entire process. We prune network using our proposed regularization loss for the first 60 epochs, followed by fine-tuning the pruned network. In Tab. 2, our pruned network achieves remarkable Top-1 accuracy while using fewer MACs and smaller epochs compared to other pruning methods. It is worthy note that the proposed method has fewer resources due to avoidance of pre-training the large network.

4.3. Ablation study

Regularization Effects. In this section, we demonstrate the impact of MACs and nuclear norm based regularization by showing the loss of each term during the pruning process in Fig. 3. Initially, the primary focus is on MACs-based loss function to achieve the target MACs ratio. As the pruned network approaches the target ratio, nuclear norm-based loss becomes more dominant. This is because the pruned network initially lacks representability compared to its original network. The observation highlights that MACs-based regularization has a significant impact at the initial steps, while nuclear norm-based regularization contributes to improving representability throughout the pruning process.

Effects of Nuclear Norm Regularization. We demonstrate the impact of $L_{\text{nuc}}$ at various $\alpha_{\text{nuc}}$ values on the performance of the pruned network in Tab. 3. “Latency” is calculated as the average time required for processing one image, with a batch size of 1 and using only one GPU. The original network has 4.1G MACs. Fair comparison, we prune the network to achieve the same MACs for all networks by setting the same $\alpha_{\text{mac}}$. As a result, the pruned networks exhibit similar latency despite having different numbers of parameters. When $\alpha_{\text{nuc}}$ is set to zero, only MACs-based regularization is applied during pruning. As we increase $\alpha_{\text{nuc}}$, the performance improves gradually because it can preserve more representability from the large network. This shows that the regularization based on the nuclear norm has a positive impact on the performance of the pruned network. Additionally, when evaluated on a CPU, it resulted in only about a 20% decrease in latency despite of 60% MACs reduction. This reduction in latency is not as much as the decrease in MACs, mainly because of constraints related to memory access time.

Fig. 4 provides an overview of the number of remaining output channels in convolutional layers after pruning. The green architecture represents the pruned network utilizing only MACs-based regularization, while the blue architecture incorporates nuclear norm-based regularization in addition. These two network architectures differ in terms of the number of parameters, yet they have a similar MACs size (1.7G), indicating comparable computational costs.

<table>
<thead>
<tr>
<th>$\alpha_{\text{nuc}}$</th>
<th>Params</th>
<th>MACs</th>
<th>Latency</th>
<th>Top-1 acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16.3M</td>
<td>1.7G</td>
<td>8.34ms</td>
<td>74.4</td>
</tr>
<tr>
<td>0.0001</td>
<td>16.9M</td>
<td>1.7G</td>
<td>8.50ms</td>
<td>74.5</td>
</tr>
<tr>
<td>0.0005</td>
<td>19.1M</td>
<td>1.7G</td>
<td>8.74ms</td>
<td>74.9</td>
</tr>
<tr>
<td>0.001</td>
<td>19.2M</td>
<td>1.7G</td>
<td>8.70ms</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 3. Comparison of different $\alpha_{\text{nuc}}$ under fixed $\alpha_{\text{mac}}$ and MACs. $\alpha_{\text{mac}}$ and $\alpha_{\text{nuc}}$ represent the weights of MACs-based and nuclear norm-based regularizations, respectively. “Params” represents the number of parameters of pruned networks. $\alpha_{\text{mac}}$ is set to 0.5.
Figure 4. Channel pruning results for ResNet50. Green bars represents the number of remaining channels after applying MACs-based regularization alone, while blue bars represent the number of remaining channels after applying both MACs-based and nuclear norm-based regularization. Hatched bars indicate the remaining channels in the outer layers, while plain bars represent the remaining channels in the inner layers (excluding the first layer). The x-axis denotes the index of convolutional layers in ResNet50, and the y-axis represents the number of remaining output channels.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Before MACs</th>
<th>After MACs</th>
<th>Top-1 acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaS</td>
<td>1.7G</td>
<td>2.1G</td>
<td>74.5</td>
</tr>
<tr>
<td>PaS</td>
<td>1.4G</td>
<td>1.7G</td>
<td>74.1</td>
</tr>
<tr>
<td>Ours</td>
<td>1.7G</td>
<td>1.7G</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 4. Comparison MACs with PaS: Before and After. Before MACs and After MACs indicates calculated MACs from remained channels in network and the MACs after reconfiguration for real acceleration, respectively.

Comparison of reconfiguration. To demonstrate the effectiveness of our reconfiguration process, we reproduce the pruning approach introduced in PaS [22]. Then, we calculate the network’s MACs both before and after reconfiguration and compare the results with our approach as shown in Tab. 4. Because PaS individually applies the pruning module to all convolution layers including the outer layers of residual blocks, more channels of the outer layers should be retained to preserve information [16, 32]. Therefore, the MACs of PaS increase after reconfiguration to address the channel alignment problem. However, our method not only preserves MACs after reconfiguration due to the SPM, but also achieves higher accuracy compared to networks of the same size before reconfiguration. In case of the same MACs after reconfiguration, the performance gap is larger up to 1.2%. This method has more practical computational complexity for pruning network architecture by the SPM-based reconfiguration scheme.

5. Conclusion

In this paper, we proposed a new framework for pruning from scratch by considering the reconfiguration and enhancing the expression capacity. We introduced the Shared Pruning Module (SPM) to automatically address the channel alignment problem that arises with outer layers. It keeps the number of outer channels the same, enabling the reconfiguration without increasing the model size. Additionally, we presented MACs and nuclear norm based regularization terms to achieve target MACs and enhance the representability of the pruned network, respectively. Experiments on CIFAR10 and ImageNet showed that our framework achieved better performance at smaller model size than previous methods that require pre-training or perform pruning from scratch. It demonstrated that the proposed loss function can effectively reduce the model complexity while maintaining the performance. In addition, we validated that our framework can reconfigure the model without increasing the model size. In the future work, the generalizability of our framework is investigated by applying to other learning tasks instead of image classification.
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