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Abstract

We propose an efficient framework for 3D human pose
and shape estimation from a video, named Uncertainty-
Guided SpatioTemporal Transformer (UNSPAT). Unlike pre-
vious video-based methods that consider temporal relation-
ships with global average pooled features, our approach
incorporates both spatial and temporal dimensions without
compromising spatial information. We address the excessive
complexity of spatiotemporal attention through two mod-
ules: Spatial Alignment Module (SAM) and Space2Batch.
The modules align input features and compute temporal at-
tention at every spatial position in a batch-wise manner.
Furthermore, our uncertainty-guided attention re-weighting
module improves performance by diminishing the impact of
artifacts. We demonstrate the effectiveness of the UNSPAT on
widely used benchmark datasets and achieve state-of-the-art
performance. Our method is robust to challenging scenes,
such as occlusion, and cluttered backgrounds, showing its
potential for real-world applications.

1. Introduction

3D human pose and shape estimation is a task to recon-
struct a human mesh from an input image or video using
parametric models [2, 27, 32]. The geometric and motion
information from humans provide huge potential across a
wide range of applications, such as computer graphics, mo-
tion analysis, healthcare, AR/VR. Recent advances in deep
learning have made significant progress in single-frame es-
timation [16,21,22,24,25,31,33,35,41] by predicting the
skinned multi-person linear model (SMPL) [27] parameters
in a data-driven way, simplifying the complicated reconstruc-
tion of meshes with a single linear function.

However, frame-based estimations are limited in that they
are prone to suffer from challenging factors such as motion
blur and occlusion which are present in the scene, resulting
in temporally unstable prediction. Thus, an important step
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towards a robust human pose and shape estimator is to con-
sider the spatiotemporal relationships in an input sequence,
enabling the model to cope with these challenges.

To this end, video-based approaches have been previously
proposed [7,20,28,39,40]. Current video-based studies in
literature exploit a rather straightforward extension to the
temporal axis, where they first extract static features from
each frame individually, and then aggregate static features
to compose temporal-aware features. The aggregated feature
from a specific window of frames is used to predict the SMPL
parameter for a given timestamp. Although this straightfor-
ward extension has been shown to improve temporal errors
(e.g. acceleration error), it results in a significant increase
in reconstruction errors (e.g. MPJPE, and PA-MPJPE). This
is mainly because previous works spatially pooled the indi-
vidual frame into a single feature vector to model temporal
relationships with a reasonable level of complexity.

In this paper, the main challenge boils down to a simple
question: “Is it possible to build a 3D human pose and shape
estimation framework that takes into account both the spatial
and temporal dimensions?”. At a glance, a spatiotemporal-
aware framework may seem simple, especially since recent
studies have demonstrated the impressive performance of
transformer self-attention [10, 11, 14, 34,37] in modeling
relationships between every input token across multiple di-
mensions [3, 5, 13,26,43]. However, as the complexity of
transformer attention grows quadratically with respect to
the input size, extending the input to both the spatial and
temporal axis without pooling not only causes a huge burden
in complexity but also results in slow convergence and de-
graded performance owing to the excessive amount of input
tokens [6,9, 12,44]. Recent video-based methods [39, 40]
using transformer architecture were unable to address this
issue and therefore limited to modeling the temporal con-
sistency between input frames without considering spatial
information.

To address this issue, we propose a simple yet effi-
cient framework UNcertainty-guided SPAtioTemporal Trans-
former (UNSPAT) that efficiently incorporates spatial infor-
mation in the temporal axis. For computational efficiency,
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we propose two modules, named spatial alignment module
(SAM) and Space2Batch. SAM spatially aligns adjacent fea-
tures to a current timestamp feature with a predicted affine
transformation matrix. In Space2Batch, input features are
spatially aligned by SAM, thus enabling a decomposition of
spatial relationships with temporal relationships. By treat-
ing the spatial axis in a batch-wise manner, the transformer
attention can be computed on the temporal axis within the
same spatial position. This approach significantly reduces
the complexity of full spatiotemporal attention while still
computing temporal attention at every spatial position.

For the accuracy gain, we propose an uncertainty-guided
attention re-weighting method and utilize the inverse kine-
matics [24] procedure by retaining spatial information. Our
uncertainty-based attention re-weighting method learns to
discriminate spatiotemporal positions that contain artifacts
and diminishes the impact of such positions on the final
attention weight. The predicted uncertainty map helps to fil-
ter out misleading spatial information from adjacent frames.
Powered by the uncertainty-guided attention re-weighting,
UNSPAT effectively handles challenging scenes, showing
its potential for real-world applications.

With its efficiently designed framework, UNSPAT suc-
cessfully encodes spatiotemporal information without a high
complexity. Furthermore, explicitly modeling uncertainty
enhances the robustness against misleading information. We
evaluate the proposed method on a widely used benchmark
dataset and show that the UNSPAT outperforms previous
state-of-the-art methods.

The contributions of this paper are:

* We propose a transformer-based framework UNSPAT
for 3D human pose and shape estimation in a video that
incorporates spatial information in the temporal axis.

* We propose two modules that effectively relieve the
complexity of calculating spatiotemporal attention,
namely the spatial alignment module and Space2Batch.

* We propose uncertainty-guided attention re-weighting
method that enhances the robustness of UNSPAT for
challenging scenes by selectively filtering out mislead-
ing information.

e Our UNSPAT achieves state-of-the-art performance in
both mesh reconstruction and temporal accuracy on
various benchmarks.

2. Related Work

Image-based 3D human pose and shape estimation.
Pioneer studies on estimating 3D human pose and shape
from a monocular image primarily predicted the parame-
ters of the 3D human body model [2,27,32]. In particular,
SMPL [27] is the most widely used parametric model as it

is a statistical model that encodes human subjects with pose
and shape parameters. With the advances in deep learning,
an increasing number of studies began to employ a deep
network to directly regress the pose and shape parameters
from an RGB image. However, while 2D key points can be
easily annotated in a variety of scenes with different people
and backgrounds, accurately annotating the 3D ground truth
from in-the-wild scenes is challenging. Therefore, several
methods leverage additional cues to estimate accurate SMPL
parameters. Some of them leverage 2D information that in-
cludes 2D joint heatmap and silhouettes [33], 2D body/part
segmentation [31,41], 2D keypoint re-projection loss [16,36].
On the contrary, HybrIK [24] combines the advantages of
a 3D skeleton and a parametric model. Specifically, the ap-
proach involves transforming 3D joints into relative rotations
of the skeletons, thus obtaining a more accurate and realistic
3D skeleton derived from the reconstructed 3D mesh. This
helps to close the loop between the 3D skeleton and the
parametric body model.

Despite the promising achievements in image-based 3D
human pose estimation methods, there still exist several prob-
lems. As the networks estimate 3D pose from an image, they
are vulnerable to occlusion, which often results in temporally
jittering outputs.

Video-based 3D human pose and shape estimation.
Compared to image-based methods, video-based methods
encounter more challenges, such as processing temporal in-
formation and finding correspondence between spatial and
temporal information. HMMR [17] proposed a 1D convo-
lution temporal encoder that learns to capture 3D human
dynamics by estimating SMPL parameters of past and fu-
ture frames. VIBE [20] used a bi-directional gated recurrent
unit (GRU) to encode static features from the input frames
into a temporal feature. They also proposed an adversarial
learning framework to produce feasible poses from a motion
generator. MEVA [28] decomposed a human motion into a
coarse motion estimated by motion compression autoencoder
and a residual motion learned through motion refinement.
TCMR [7] used GRU to leverage temporal information from
the past and future frames, reducing the strong dependency
on the current static feature. The methods incorporate tem-
poral information from adjacent frames and successfully
produce temporally plausible outputs.

Recently, transformer architecture is adopted for video-
based methods to aggregate sequence features for its power-
ful performance [39,40]. However, because the complexity
of transformer attention increases quadratically with respect
to its input dimension, they spatially global average pool
their spatiotemporal features when computing temporal self-
attention. MAED [39] completely decomposes the temporal
and spatial axes and computes self-attention for each axis,
while MPS-Net [40] uses the global average pooled fea-
ture as input to the transformer. However, none of these
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Figure 1. Overview of UNSPAT. First, we extract a spatial feature x; from the input I;. Then, our Spatial Alignment Module (SAM) aligns
the adjacent features to the current feature by applying affine transformations. Next, the aligned features X; are used as input to the estimator,
which predicts the uncertainty map w;. To prepare X; for the transformer, it is reshaped from (b, ¢, hw, d) to (bhw, t, d) using Space2Batch.
Within the transformer, our uncertainty-guided re-weighting adjusts the attention weights by utilizing the predicted uncertainty map u;.
Finally, the 3D keypoints and 3D human mesh are predicted by several layers and inverse kinematics.

methods fully consider spatiotemporal self-attention, while
it is the straightforward extension that could potentially im-
prove performance. In this paper, to overcome this limitation,
we propose well-designed transformer architecture that can
compute spatiotemporal self-attention without a significant
increase in complexity.

3. Proposed Method

Given an input image sequence {I;}7_;, our task is to
estimate 3D human pose and shape for the current frame,
i.e. middle frame, by leveraging information from adjacent
frames. To represent the human pose and shape, we em-
ploy the parametric human body model, SMPL [27]. Specifi-
cally, a human body is represented by its shape parameters
B € R and pose parameters 8 € R?4*3, where the pose
parameter signifies the axis-angle rotation of each joint and
the shape parameter represents the linear coefficient for the
principal component of the parametric human shape. By esti-
mating a set of @ and 3, a 3D human mesh can be recovered
by the predefined SMPL vertex regressor.

3.1. SpatioTemporal Transformer

Spatial feature extraction and alignment We first ex-
tract the bounding box of a person in an image I;, and then
extract a feature x; upon the bounding box. In contrast to

the previous video-based methods [7, 20,28, 40] that used
average pooled vectors as features, we sustain spatial infor-
mation in the feature x; € R"*%*d to obtain accurate mesh.
The temporal features are used to exploit useful information
from adjacent frames and strengthen temporal consistency.
Previous studies relied on a temporal encoder (e.g., GRU,
transformer) to aggregate static feature vectors into temporal
features. In contrast, because our features include a spatial di-
mension, a more elaborate procedure is needed. Specifically,
bounding boxes of human regions estimated by the tracker
are not well-aligned. Therefore, directly aggregating features
among the temporal domains would lead to unwanted results,
especially when the camera or the person in the scene moves
fast. To solve this problem, we propose a spatial alignment
module (SAM) that learns affine transformation parameters to
transform each of the adjacent features to the current feature.

SAM takes a pair of a current feature and an adjacent
feature as input and predicts the affine transformation matrix.
We denote the module as gy and the affine transformation
parameters as ©, g (X¢,X;15) — O € R®. The elements of
O correspond to scale and translation along the x and y axis,
respectively. Specifically, gy first computes the visual simi-
larity of features by dot product operation. Then, two fully
connected layers are applied to obtain the transformation
parameters. Note that we only predict scale and translation
parameters because rotation and shear rarely happen in pre-

3006



dicted bounding boxes in a real-world scenario.

s 0 tm
(s,tz,ty) = go(Xt, Xe15) A:[O 5ty

} Y]

Given affine transformation matrix A, an adjacent feature
X;+s can be warped to align with current feature. The warp-
ing operation W can be expressed as W (Xyy5, 4) — Xi45.

Space2Batch. Let the sequence of features that are spa-
tially aligned by SAM be denoted as X = {x;}7_,, where
x; € Rbxwxhxd Given query, key, and value as Q,K,V €
Rbxwxhxd e encode X with N layers of transformer en-
coders to model the spatiotemporal relationship between
frames within a certain temporal window. Because the com-
plexity of the transformer attention grows quadratically

with respect to its input dimension (i.e., softmax( )V)

computing the attention for X results in a complex1ty of
O(dw?h?T?). To deal with the excessive complexity caused
by calculating attention for each and every point in the spa-
tiotemporal axis, we propose Space2Batch. As the spatial
positions for the features in a temporal window have been
aligned by SAM, we can decompose the temporal correla-
tions from spatial positions by treating the spatial dimensions
(hxw) as a batch, thus calculating the attention only between
identical spatial positions. This results in a significantly re-
duced complexity from O(dw?h2T?) to O(dwhT?) while
achieving better performance than that when considering the
full spatiotemporal attention (see Experiment for details).

Uncertainty-guided attention. When considering spa-
tiotemporal correlations with transformers, it is crucial to
prevent the propagation of errors in specific frames to the
overall sequence prediction. This is especially the case for
videos, where challenging factors (e.g., occlusion, dilution)
in certain frames lead to the erroneous output. However,
previous studies have naively aggregated the temporal rela-
tionships with transformers and thus suffer from propagated
errors. To this end, we propose a novel uncertainty-guided
attention re-weighting featuring an uncertainty estimator.

The key to our attention re-weighting is the prediction
of the spatiotemporal positions where the model is highly
vulnerable to uncertain information. During training, we
intentionally create synthetic artifacts by replacing random
spatiotemporal positions with those of other videos in the
batch. Then, we train a small network to discriminate the
artifacts that usually occur in challenging regions. During
test time, the uncertainty map predicted by the estimator
is used to re-weight the attention for the spatiotemporal
positions where artifacts might have occurred.

Our spatiotemporal transformer calculates the spatial atte-
tion weight a; ; € R"** for (i, j) € {0, ..., T}, where i and
j denote query and key time sequence, respectively. Then,

we penalize a; ; with the predicted uncertainty map u; for
the key time sequence j. Given Q, K,V and the predicted
uncertainty maps U = {u;}_,, the re-weighted transformer
attention is written as:

KT
Vd

where 7 is a scale that balances the original attention with the
uncertainty prediction. This uncertainty-based re-weighting
helps identify the areas that require assistance from adjacent
frames when making predictions for the current frame. More-

over, it prevents erroneous information to be propagated to
the adjacent frames.

Attention(Q, K, V) = softmax( — 'yU)V, )

3.2. Pose and Shape Estimation

To obtain a 3D mesh from the encoded spatiotemporal
feature, we follow the architecture of Li et al. [24] which
utilizes a 3D keypoints estimation and inverse kinematics.

3D keypoints estimation. The encoded feature m; goes
through three deconvolution layers followed by a 1 x 1 con-
volution layer to obtain a 3D body keypoints heatmap. Then,
the soft-argmax operation is utilized to estimate the 3D key-

points P = {p; }" ;.

Pose and shape estimation via inverse kinematics. Simi-
larly to Li e al. [24], we utilize inverse kinematics to esti-
mate a relative rotation matrix Ry, € SO(3) for each joint &
from the estimated 3D keypoints P = {p, }3% ,. According
to twist-and-swing decomposition [4], Ry, can be decom-
posed as:

R;, = Ri"R}", 3)
where R} and RZ“’ denote swing rotation and twist rotation,
respectively. Through the inverse kinematics algorithm, R7"
can be determined from p,, and fk, where t;, denotes the k&
joint position of the template skeleton, and p,, and t;; denote
the relative location from its parent joint. The swing rotation
can be expressed as the rotation axis nj and the angle ay,.
Thus, R*" can be determined by the Rodrigues formula as:

S te X P
RN
k X Pk
L . “4)
ty - Pk  ty X pg
O = ——————— ap = ——= = 0
[Ekll[IBx l[tx I

+ (1 — cosag)[A])%,  (5)

where I represents the 3 X 3 identity matrix, and [f]«
denotes the skew-symmetric matrix of 1.

Also, the twist rotation R}" can be expressed with the
axis tj, and the twist angle ¢y, as:

It L0 Y R

R;Y =TI + sin ag[ng] «

sin ¢k [—» ]X

R =1+ — k =
[t [[t5]?
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Figure 2. Training scheme of the uncertainty estimator. We intentionally create synthetic artifacts by replacing random spatiotemporal
positions with other videos in the batch. Then, we train a small network to discriminate the artifacts that usually occur in challenging regions.
The uncertainty value of randomly replaced patches is trained to be 1 and otherwise as 0 via BCE loss.

where [t}]« denotes the skew-symmetric matrix of t. How-
ever, unlike R7", the twist rotation RZ“’ cannot be deter-
mined since the twist angle ¢, cannot be calculated from
- Thus, we estimate ¢ = {¢x }72 | and other parameters
such as shape parameters (3, camera parameters ¢, and joint
prediction confidence score o = {0} }72 . To do this, we
apply several linear layers that take encoded feature m,; and
predict the aforementioned parameters after the global aver-
age pooling operation. Finally, the relative rotation matrix
R, can be determined from Eq. 3, Eq. 4, and Eq. 6. Then,
we convert it to axis-angle rotation representation, that is the
SMPL pose parameters 6.

3.3. Training Loss

Keypoints loss. To stabilize the keypoints estimation train-
ing, we incorporate the joint prediction confidence score o
into the Laplacian Loss [18] when we supervise the esti-
mated 3D keypoints {p, }5_, as:

Zln exp_ﬁ(pk —P)
\[O'k Ok

(N
where {p, }_, is the ground-truth 3D keypoints To addi-

‘CLdp (P P 0'

tionally utilize ground-truth 2D keypoints P { k KL
we project p;, to image coordinate space with the estimated
camera parameter ¢ as p7¢ = I1(p,,, ), where II denotes the
semi-perspective projection operation. Thus, our keypoints
loss is formulated as:

»Cpose = LLap. (P, f)7 U) + ELap.(H<P> C), Pzd, 0'). (8)

SMPL parameter loss. Using the SMPL, we can obtain
the skeleton in its rest pose, along with the additive offsets
that correspond to the predicted body shape parameters 3.
Once we have this rest pose skeleton, we can then calculate
the pose parameters € using inverse kinematics [24], which
allows us to determine the joint angles. We apply the MSE

Loss during training to the shape and pose parameters as:
Locta = 1B=Bll;  Lineta =110 -0l 9
where B and 6 denote the ground-truth SMPL parameters.

Twist angle loss. To avoid discontinuity, we regress a 2-
dimensional vector (cy, , S¢, ) that corresponds to the cosine
and sine value of ¢, rather than directly predicting ¢y.

Liw = ;{i H(c%,s%) — <cos gZA)k,sin(,zAbk) H2, (10)

where qASk denotes the ground-truth joint angle of the k™
joint.
Finally, our overall training objective is written as:
‘Ctolal = )\poss £pose + )\beta['beta + )\thelaﬁtheta + )\lwﬁtwa (1 1)

where )\ denotes the relative importance between losses. We
set Aposes Abeta, Mtheta» aNd Ay as 1, 1, 1, and 1, respectively.

3.4. Implementation Details

We set the input sequence length 7' to 16 and set the
input video frame rate to 25-30 frames per second as done
in previous studies [7,20]. Similarly to previous work, we
use pre-trained ResNet-34 model [24] to extract features and
adopt weights to initialize the regressor. To sustain spatial
information in the feature X; € R"*%*4 we omit the global
pooling layer at the end of the backbone. Here the size of
h,w,d are 8, 8 and 512 respectively. Our transformer con-
sists of three layers and each layer has eight multi-heads.
Also, it utilizes learnable positional embeddings. We use the
Adam optimizer [19] and train for 90 epochs with a mini-
batch size of 8. With our efficiently designed transformer
pipeline, we use a single V100 GPU for training and eval-
uation. In line with previous studies [7,17,22], we use the
ground-truth bounding box to crop a human in the image.
Then the cropped images are resized to 256 x256. For data
augmentation, we follow TCMR [7] to occlude the cropped
image with various objects. Details of the model architecture
and hyperparameters are described in the supplementary.
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3DPW MPLINF-3DHP Human3.6M
Methods PA-MPJPE| MPJPE| MPVPE| Accel] | PAMPIPE| MPIPE| Accel| | PAMPJPE| MPJPE] Accel |
VIBE [20] 57.6 91.9 - 25.4 68.9 103.9 273 53.3 78.0 273
MEVA [28] 547 86.9 - 11.6 65.4 96.4 11.1 532 76.0 15.3
TCMR [7] 52.7 86.5 102.9 7.1 63.5 97.3 8.5 52.0 73.6 3.9
MPS-Net [40] 52.1 84.3 99.7 74 62.8 96.7 9.6 474 69.4 3.6
Ours 45.5 75.0 90.2 7.1 60.4 94.4 9.2 413 583 3.8

Table 1. Comparison with state-of-the-art video-based models on 3DPW, MPI-INF-3DHP and Human3.6M datasets. All methods
are trained with 2D and 3D video datasets, including 3DPW. The colored cells indicate the best accuracy([J), and the second-best

accuracy([J) on each evaluation.

3DPW
Methods PA-MPJPE| MPJPE| MPVPE| Accel |
HMR [16] 76.7 130.0 - 374
GraphCMR [23] 70.2 - - -
SPIN [22] 59.2 96.9 116.4 29.8
I2L-MeshNet [30] 57.7 93.2 110.1 30.9
Pose2Mesh [8] 58.3 88.9 106.3 22.6
HybrlK [24] 48.8 80.0 945 25.1
VIBE [20] 56.5 93.5 113.4 27.1
TCMR [7] 55.8 95.0 1115 7.0
MAED [39] 50.7 88.8 104.5 18.0
MPS-Net [40] 54.0 91.6 109.6 75
Ours 48.2 77.8 93.8 7.2

Table 2. Comparison with state-of-the-art image-based (top rows)
and video-based (bottom rows) methods on 3DPW dataset. All
methods are trained without 3DPW datasets.

4. Experiments
4.1. Experiments setup

Datasets. Following TCMR [7], we use a mixture of 2D
and 3D datasets for training. We use 3D video datasets of
Human3.6M [15], MPI-INF-3DHP [29], 3DPW [38]. For
2D datasets we use, Penn Action [42], InstaVariety [17], and
PoseTrack [1] datasets. Among these datasets, only 3DPW
contains accurate ground-truth SMPL parameters and in-the-
wild scenes. For evaluation, we use Human3.6M [15], MPI-
INF-3DHP [29], 3DPW [38] datasets. The supplementary
material contains more detailed information.

Evaluation metrics. We report widely used evaluation
metrics for 3D human pose and shape estimation in video.
For mesh reconstruction, we consider the mean per joint
position error (MPJPE), Procrustes-aligned MPJPE (PA-
MPIJPE), and mean per vertex position error (MPVPE) in
mm. MPJPE is the mean per joint position error after align-
ing the root joint. This is calculated based on the Euclidean
distance between ground-truth and estimated joint positions.
The PA-MPJPE is calculated after rigidly aligning the esti-
mated joints to ground-truth joints. For temporal accuracy,
we report acceleration error [17] which computes an average
acceleration of each joint in mm/s?.

Training and evaluation protocols. We compare our UN-
SPAT with previous state-of-the-art methods following their
certain training protocols. In Table 1, we compare video-
based methods that utilize image features extracted from a
pre-trained network without fine-tuning the feature extractor.
All methods are trained with a mixture of 2D and 3D video
datasets. In Table 2, we compare UNSPAT with image-based
and video-based methods using another training protocol.
All methods are trained without the 3DPW dataset, but there
are no restrictions on using other datasets. We further com-
pare recent video methods based on transformer architecture
like our UNSPAT in Table 3.

4.2. Comparison with state-of-the-art methods

Video-based methods. We compare the reconstruction
and temporal performance of our UNSPAT with those of
previous video-based 3D human pose and shape estimation
methods [7,20,28,40]. Table 1 shows that our method outper-
forms previous state-of-the-art methods by a large margin on
all three datasets. Our approach outperforms MPS-Net [40]
despite the fact that both methods use transformer archi-
tecture to leverage temporal information. A more detailed
comparison with MPS-Net is handled in the following sub-
section. With the result, we demonstrate the effectiveness of
our UNSPAT that aggregates spatiotemporal information and
prevents error propagation with the proposed uncertainty-
guided transformer. More comparative experiments are in-
cluded in the supplementary material.

Image-based and video-based methods. We further com-
pare UNSPAT with image-based and video-based methods
with the 3DPW test set, which is composed of a challeng-
ing in-the-wild scene. As shown in Table 2, our UNSPAT
outperforms all image- and video-based methods with re-
spect to the reconstruction error. We noticed that previous
video-based methods successfully reduced temporal error;
however, despite possessing more information by using se-
quence features, the reconstruction performance is inferior
to the image-based methods. We think neglecting spatial
information is the main bottleneck of the accuracy gain. On
the other hand, our UNSPAT shows notable performance
in terms of reconstruction and temporal accuracy. We again
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3DPW (training w/ 3DPW)

3DPW (training w/o 3DPW)

Methods FLOPs (G) | # Parameters (M) | ‘ PA-MPJPE | MPJPE| MPVPE| Accel| | PA-MPIPE| MPIPE| MPVPE | Accel]
MAED [39] ‘ 136.7G 60.1M 45.7 79.1 92.6 17.6 50.7 88.8 104.5 18.0
MPS-Net [40] 4.5G 39.6M 52.1 84.3 99.7 7.4 54.0 91.6 109.6 7.5
Ours 12.9G 11.8M 45.5 75.0 90.2 7.1 48.1 78.3 94.7 74

Table 3. Comparison of transformer-based architectures. We compare FLOPs, the number of network parameters, and the model performance

using the 3DPW dataset.
Module 3DPW
S2B SAM Unc. |PA-MPJPE | MPJPE | MPVPE | ACCEL |
| X X X 62.5 95.8 114.8 8.5
@0 X X 50.0 80.4 97.5 7.4
3)| O X (6] 48.7 80.2 95.5 8.5
4| O (6] X 48.7 79.4 95.5 7.3
6)| O (6] (6] 48.0 78.2 94.5 7.4

Table 4. Ablation study of proposed methods: Space2Batch (S2B),
Spatial Alignment Module (SAM) and Uncertainty-guided re-
weighting (Unc.).

demonstrate the effectiveness of our UNSPAT in aggregating
spatiotemporal information by presenting a significant im-
provement in reconstruction accuracy without compromising
temporal accuracy.

Comparison with transformer-based methods. In this
paragraph, we analyze our model and the recent works that
use transformer architecture, such as MAED [39] and MPS-
Net [40]. We show how each method handles spatiotemporal
features and also evaluate with the benchmark dataset in
Table 3. We further show qualitative results in Figure 3

MPS-Net [40] applies global average pooling to the spa-
tiotemporal feature in the spatial axis and then computes
self-attention along the temporal axis, resulting in the com-
plexity of O(dT?). This approach encodes temporal infor-
mation with low computational complexity, showing low
FLOPs and acceleration error. However, it sacrifices spatial
information, leading to poor reconstruction performance.

MAED [39] completely decomposes temporal and spatial
axes and computes attention weights for each axis. It applies
global average pooling on the spatial axis when computing at-
tention for the temporal axis, and computes full attention for
the spatial axis. However, this architecture greatly increases
the complexity of the model when computing attention for
the spatial axis, which is O(dh?w?T'). In addition, the model
gets biased towards spatial information over temporal infor-
mation. Therefore, MAED shows reasonable reconstruction
performance but suffers from a high computational cost and
acceleration error.

By applying SAM and Space2Batch, our model computes
temporal attention for each spatial position in the complexity
of O(dhwT?). This approach is novel and thus results in
high reconstruction performance and low acceleration error
with less than 10% of the computational cost of MEAD as
shown in Table 3.

(b) Uncertainty (ours) (c) Ours (d) MPS-Net

(e) MAED

Figure 3. Qualitative results of methods using transformer architec-
ture. (a) Cropped image with the human-centered bounding box.
(b) Predicted uncertainty map, higher values indicate higher uncer-
tainty. (c-e) Reconstructed meshes by methods using transformer
architecture. Among methods, only ours reconstructed accurate
mesh. As shown in (b), uncertainty values at truncated human body
parts are high. In other words, our model will aggregate informa-
tion from adjacent features. With the result, we demonstrate that
UNSPAT correctly incorporates spatiotemporal information.

4.3. Ablation study

Here we conduct experiments in Table 4 to show the
effectiveness of each of the modules in the UNSPAT, that
is Space2Batch, spatial alignment, and uncertainty-guided
attention re-weighting.

Effectiveness of Space2Batch. In this ablation, we com-
pare our UNSPAT against variants without Space2Batch,
which corresponds to Table 4 (1). The most straightforward
implementation of spatiotemporal attention will be the full
attention on all the h, w, t axis. However, despite its exor-
bitant complexity, this variant shows serious degradation
in performance compared to (2). We conjecture that this is
mainly due to the excessive amount of tokens causing the
initial attention value to start at a very small uniform value.
As introduced in previous work in literature [6,9,12,44], this
leads to slow convergence and lower performance. Thus, our
Space2Batch which decomposes the spatial axis with tem-
poral attention by aligning the spatial positions using SAM
shows a significant reduction in complexity while achieving
a noticeable improvement in performance.
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Figure 4. The visualization of uncertainty-guided attention re-weighting. The figure presents how our uncertainty-guided attention re-
weighting method works in the presence of occlusion by adding synthetic noise patches to the input frame sequence (the first row). To
demonstrate the effectiveness of our method, we show the predicted uncertainty map (the second row), the attention map (the third row), and
the re-weighted attention map (the fourth row). In the visualization, brighter colors indicate higher values, whereas darker colors indicate
lower values. Lastly, we present the predicted 3D mesh (the fifth row) obtained when each time sequence is the current time sequence.

Effectiveness of spatial alignment module. We compare
variants (2), (3), and (5) to analyze the effectiveness of SAM
and found that applying SAM improves both the reconstruc-
tion performance and acceleration performance in all cases.
We speculate that this is because our SAM aligns the fea-
tures, allowing more accurate information to be retrieved
compared to when this alignment is not present in the sur-
rounding frames.

Uncertainty-guided attention re-weighting. We further
examine the effects of uncertainty-guided attention re-
weighting by comparing variants (2), (4), and (5). While
the uncertainty-guided attention re-weighting improves the
reconstruction performance in all cases, it decreases the
acceleration performance when not used with SAM. This
is because our transformer architecture makes a weak as-
sumption about the alignment between frames. Therefore,
in our final model, where we employ uncertainty-guided at-
tention re-weighting and SAM simultaneously, we observed
an increase in reconstruction performance with only a min-
imal decrease in acceleration. As a result, our final model
achieved the best overall performance.

4.4. Attention Visualization

In Figure 4, we present a visualization of the atten-
tion weights and uncertainty map to demonstrate how our
uncertainty-guided attention re-weighting method works
when a synthetic noise patch is added to the frames. The
second row shows the predicted uncertainty map u;. We de-
note spatial attention as a; ; € R"** for (i, j) € {0, ..., T},

where i and j indicate query and key time sequence, respec-
tively. Specifically, the third row displays the attention map
a; ; when the query is the current time sequence ¢ and the
key is each other time sequence j.

As shown in the figure, our uncertainty estimator accu-
rately predicts the high uncertainty values for the occluded
regions. Furthermore, the predicted uncertainty map u; is
utilized to re-weight the attention map a; ; from the third row
to the fourth row in Figure 4 using Eq. 2. The last row shows
the predicted 3D mesh when each time sequence is the cur-
rent time sequence. The results demonstrate the robustness
of our model to occlusion.

5. Conclusions

We present an efficient framework, the Uncertainty-
guided Spatiotemporal transformer (UNSPAT), for 3D hu-
man pose and shape estimation from a video. Our approach
addresses the limitations of previous video-based meth-
ods by incorporating both spatial and temporal informa-
tion, efficiently aligning input features, and reducing the
impact of artifacts through an uncertainty-guided attention
re-weighting module. Our experiments demonstrate that UN-
SPAT achieves state-of-the-art performance on widely used
benchmark datasets. We believe that our framework provides
a promising approach for real-world applications that require
accurate and robust 3D human pose and shape estimation.

Correspond to Bumsoo Kim (bumsoo.kim@lgresearch.ai) or Seung
Hwan Kim (sh.kim@]Igresearch.ai).
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