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Abstract

Unsupervised Domain Adaptation (UDA) is a learning
technique that transfers knowledge learned in the source
domain from labelled training data to the target domain
with only unlabelled data. It is of significant importance
to medical image segmentation because of the usual lack
of labelled training data. Although extensive efforts have
been made to optimize UDA techniques to improve the ac-
curacy of segmentation models in the target domain, few
studies have addressed the robustness of these models under
UDA. In this study, we propose a two-stage training strat-
egy for robust domain adaptation. In the source training
stage, we utilize adversarial sample augmentation to en-
hance the robustness and generalization capability of the
source model. And in the target training stage, we propose
a novel robust pseudo-label and pseudo-boundary (PLPB)
method, which effectively utilizes unlabeled target data to
generate pseudo labels and pseudo boundaries that enable
model self-adaptation without requiring source data. Ex-
tensive experimental results on cross-domain fundus image
segmentation confirm the effectiveness and versatility of our
method. Source code of this study is openly accessible at
https://github.com/LinGrayy/PLPB.

1. Introduction

Unsupervised domain adaptation (UDA) transfers the
knowledge embedded in labeled source domain data to
the target domain, mitigating the problem of performance
degradation caused by domain shift and dependence on ex-
pensive pixel-wise annotations [12,34,36]. However, exist-
ing UDA methods [8,28,40] mainly consider a single target
domain, resulting in limited applicability in the real world.
Indeed, the target domain may feature multiple data dis-
tributions, while domain adaptation techniques may need
to handle samples from unseen domains. Therefore it is
more practical to study open compound domain adaptation
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(OCDA) [22], where the target has multiple homogeneous
unlabeled domains as well as open domains unseen before.

For OCDA, two practical issues need to be addressed.
First, existing UDA methods typically focus on solving the
adaptation problem, but often do not take robustness into
consideration [11, 22, 34, 38, 40]. While image degrada-
tions and/or adversarial attacks in the natural image domain
have been studied extensively [1, 4, 14, 18, 29], their study
in the medical image domain remains limited. Vulnerabil-
ity of medical deep learning systems to image degradations
and/or adversarial attacks may lead to bias in downstream
tasks such as patient diagnosis and treatment [3, 16, 24].
This raises safety concerns about the deployment of these
systems in clinical settings.

Second, source data may not be available due to privacy
or storage constraints. Recent studies have developed vari-
ous source-free domain adaptation techniques [5,13,21,39].
However, the performance of these techniques may drop
substantially on open-domain datasets unseen before. Real-
world applications require adaptation to both multiple target
domains and unseen open domains. Together, this poses
a more challenging problem, namely source-free open-
compound domain adaptation (SF-OCDA) [43], which is
the subject of this study.

In this study, we utilize adversarial sample augmentation
in source training to enhance the robustness and generaliza-
tion of the source model. And in the target model training
stage, we propose a pseudo-labeling and pseudo-boundary
(PLPB) method for SF-OCDA. Our PLPB method utilizes
pseudo labelling, pseudo boundary modeling and entropy
minimization to enable effective self-training in the target
domain without source data. By adversarial sample aug-
mentation in the source domain and explicit modeling of
the boundaries in the target domain, our model general-
izes better to the unseen target domain. In addition, our
work uses adversarial samples in domain adaptation and
leverages them to benchmark model performance. Experi-
mental results show that our method substantially enhances
model robustness while maintaining model adaptation per-
formance on clean samples in target domains. Figure 1
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shows the overall performance of our method on clean and
adversarial samples in comparison with competing meth-
ods. The contributions of our work are summarized as fol-
lows:

• We proposed a two-stage training strategy for robust
domain adaptation for semantic segmentation of med-
ical images without source data.

• We utilize a pseudo-boundary loss in the target adap-
tation stage and develop a new domain adaptation
method PLPB. Our method models edge information
and achieves good performance on Average Surface
Distance (ASD) metric and obtains precise boundary
prediction. Without requiring source data, our method
achieves comparable and sometimes higher perfor-
mance than state-of-the-art (SOTA) source-dependent
UDA methods and other SF-DA methods.

• We evaluate the efficacy of PLPB on two target domain
fundus datasets and one open domain dataset which are
popular benchmarks for UDA tasks, demonstrating im-
provements on both clean and adversarial samples. By
utilizing adversarial samples, our method also demon-
strates good generalization capability in the open do-
main. Our method is flexible and can be combined
with other existing adaptation techniques.

2. Related Works
2.1. Unsupervised Domain Adaptation (UDA)

Unsupervised domain adaptation (UDA) aims to tackle
domain shift by adapting the training process of a model in
an unsupervised manner. Leveraging unsupervised learn-
ing reduces the laborious and time-consuming data labeling
work for the target domain. Therefore, UDA is a promis-
ing method to solve domain shift problems, especially in
the medical image analysis field where data is diverse and
requires expert data labeling.

Recently, many deep learning-based domain adaptation
methods [8, 12, 23] have been proposed and achieved en-
couraging results. Many methods tackle the domain shift is-
sue by extracting invariant features. And a typical approach
is adversarial learning [34, 36]. Another popular method is
image-to-image translation [11, 40]. Noticeably, image-to-
image translation usually introduces artifacts, which may
be not a proper approach in the medical field. Further-
more, although adversarial learning can align the latent fea-
ture distribution of different domains, the results of multiple
adversarial learning-based methods easily suffer from sub-
optimal performance due to the difficulty of stabilizing the
training process of multiple adversarial modules [19].

In this study, we use neither adversarial learning nor
image-to-image translation in the adaptation stage. As

boundary is domain-invariant information in different do-
mains, modeling the boundaries helps the model generalize
better to unseen target domains and generate more precise
and coherent predictions, we utilize the low-level bound-
ary information in both source training and target training
stages. The recent work [20] also considers low-level edge
information by edge map. However, it does not consider
the practical reality of source-free setting and open target
domains.
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Figure 1. Performance comparison of PLPB (OURS Both) with
competing methods. (a) Comparison of Dice score, higher is bet-
ter. (b) Comparison of Average Surface Distance (ASD), lower
is better. These results of different methods are averaged over all
domain adaptation tasks for multiple clean and adversarial target
datasets. Our proposed methods show substantial improvement
over the baselines. ST.: only the standard source model is used
in the target adaptation stage. R.: only the robust source model
is used. C denotes compound target domains, C+O denotes com-
pound and open target domains.

2.2. Source Free Domain Adaptation (SF-DA)

Existing SF-DA methods can be mainly divided into two
categories: (i) generating images bypassing the dependence
on the source data [13,15,21]; (ii) self-supervision with tar-
get pseudo-labels [5, 17]. The generative approach is often
difficult to scale up, as learning to generate the images is
difficult. On the other hand, pseudo-label based methods
are easy to handle and have recently provided very promis-
ing results. Thus, in this work, we propose to leverage the
self-supervised method as in [5, 35].

In SF-DA, without access to the source data, only the
source pre-trained model is provided in the target training
stage. SHOT [17] maintains the source hypothesis by fixing
the trained classifier and maximizes mutual information of
target outputs for distribution alignment. Lately, Liu et al.
[21] introduce source-free domain adaptation for semantic
segmentation and utilize the batch normalization statistics
of the source model to recover source-like samples.

Though recent SF-DA methods have made great
progress in object recognition and semantic segmentation,
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Figure 2. Overview of our proposed method pseudo labeling and pseudo boundary (PLPB) for source-free open compound domain
adaptation. fs denotes the standard source model. fr

s denotes the robust source model. Standard Augmentation includes several typical
image augmentations which are described in section 4.3, while Adversarial Augmentation means generating adversarial samples by Pro-
jected Gradient Descent (PGD) [26]. The training of the robust source model uses the source data, corresponding labels, and adversarial
examples. The target model only uses the target data and the source models and combines three losses with pseudo-label and pseudo-
boundary. Robust target model fr

t is initialized from fr
s .

SF-DA has not been well investigated in medical image seg-
mentation. Moreover, they simply apply the source model
as a pre-trained model to generate pseudo labels for unla-
beled target data, ignoring useful information embedded in
the boundaries of the objects which is important in med-
ical images. In contrast, we utilize boundary information
stored in the source model to generate pseudo boundaries,
thus making better use of the source model.

In this work, we consider the source-free open com-
pound domain adaptation (SF-OCDA) [43] for robust fun-
dus semantic segmentation, extending SF-DA to a more re-
alistic setting that includes an open target domain. SFDA-
FSM [39] and DPL [5] also adopt two-stage training strate-
gies and investigate domain adaptation in semantic seg-
mentation. Nevertheless, the main difference between our
method and the above two methods lies in the setting. First,
both SFDA-FSM [39] and DPL [5] focus on the single or
close-set target domain adaptation, where the performance
on only one target domain is evaluated. Our SF-OCDA set-
ting focuses on both the unlabeled compound domain and
the unseen open domain, which is more challenging and
practical than SFDA-FSM [39] and DPL [5]. Second, both
methods do not take adversarial attacks into consideration.

2.3. Robust Training

A wide variety of attack mechanisms [14, 26, 29] has
been proposed since the vulnerability of deep network was
shown first by [10]. This also has led to the development
of strategies to defend against such attacks, called defense
mechanisms [1, 25]. Among them, adversarial training has
stood out as the most reliable way to train robust models.

2.4. Robust Domain Adaptation

Our work is also inspired by recent studies on robust
transfer learning [1, 30, 31]. A notable work [32] shows
that robust source feature extractors can be effective in pre-
serving robustness, while maintaining sufficiently high ac-
curacy on clean samples. On the other hand, [1] shows that
the robust pre-trained models not only perform well on tar-
gets without adversarial training, but also improve the ac-
curacy on clean samples. Additionally, [9,41] shows that a
pre-trained model that is more robust to input perturbation
provides a better initialization for generalization on down-
stream out-of-distribution data. These results support the
hypothesis that robust models also transfer better. However,
the existing methods are neither developed nor tested in the
settings of SF-OCDA. Peshal et al. [1] studied the problem
of SF-DA under the adversarial perturbations in image clas-
sification. However, pixel-level segmentation is more chal-
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lenging and fundamentally different from the image-level
classification which just associates the label with a whole
image [21].

3. Methods

Given the source dataset (xi
s, yis) ∼ Ds from the source

domain, we first train a source model fs on Ds. Given fs,
our final goal is a target model ft that can accurately seg-
ment target images xi

t from target domain Dt, while being
robust to adversarial examples xadv

t simultaneously.
The entire procedure consists of two steps, shown in Fig-

ure 2. In step (i), as shown in Figure 2(a), we train source
models on the source domain in a supervised way. We train
two models in the source domain, i.e., a standard model
and a robust model, following standard and robust train-
ing processes, respectively, where the robust training data
is augmented with adversarial examples. In step (ii), we
initialize the target models with the aforementioned source
models, and then adapt the source model to the target do-
main without source data, using pseudo-labels and pseudo-
boundaries generated from the source model, as shown in
Figure 2(b). The pseudo-labels generated from the stan-
dard and robust source models are referred to as non-robust
labels and robust labels, respectively, for simplicity. The
same goes for the definitions of non-robust boundaries and
robust boundaries. Figure 3 illustrates our framework of
target model training for fundus image segmentation via de-
noised pseudo-labeling and pseudo-boundary (PLPB) with
entropy minimization in SF-OCDA. In the following, We
first describe the supervised training in the source domain
in Section 3.1, then we propose the pseudo-boundary strat-
egy and generating pseudo-labels on the target adaptation
stage in Section 3.2.

PL

PB

���� + ���� + �����

Prediction
Aug.

 Target input

Initilaization

 ST. ��

 ST. ��

Figure 3. Overview of standard flow on target adaptation stage.
Aug. denotes augmentation we used in target training which is de-
scribed detailedly in section 4.3. PB denotes pseudo-boundary. PL
denotes pseudo-label. This is the case of giving only the standard
source model, i.e. standard target adaptation. The only difference
of robust flow is that the robust source model is given instead of
the standard model.

3.1. Source Domain Model Training

Similar to [38], our segmentation network includes a
boundary prediction branch to regress the boundary, and
a mask prediction branch to produce mask prediction for
each input image. Previous methods often perform unsat-
isfactorily in the accurate prediction of boundaries in the
target domain, particularly in areas with indistinct bound-
aries between different structures, as a result of domain
shift between source and target domain, combined with
low-intensity contrast between the various structures. In-
corporating boundary loss has been demonstrated to be an
effective approach in mitigating the performance degrada-
tion caused by inaccurate prediction of boundaries in the
target domain [38].

In the source domain, we train a deep neural network
fs by minimizing the standard binary cross-entropy loss
and boundary loss. Given a labeled image from the source
domain, we denote ŷim and ŷib as its mask prediction and
boundary prediction respectively from the source model,
and yim and yib as the ground truth of the mask and bound-
ary, respectively. To optimize the network, we calculate the
mask prediction loss Lm and the boundary regression loss
Lb on the source domain images. The total loss of the seg-
mentation network in the source domain is:

L = Lm + Lb,

Lm = LBCE(y
i
m, ŷim),

and Lb =
1

N

∑
i

(yib − ŷib)
2. (1)

Besides a standard source model fs, we also train a ro-
bust source model fr

s . Specifically, the only difference of fr
s

is that we augment the training data with adversarial exam-
ples generated by Projected Gradient Descent (PGD) [26]
for robust training to improve robustness.

3.2. Target Domain Model Training

In the target domain, the only available components are
source models and target data xi

t ∼ Dt. We adapt the stan-
dard source model fs and robust source model fr

s to the
target domain separately so that we obtain two target mod-
els ft and fr

t . Standard and robust target models are trained
in the same way, only with different initializations. In this
section, we only describe details of standard target model
training for simplicity.

Segmentation Loss with Pseudo Labels. As we do not
have the ground truth of target data, we generate the
pseudo labels yPL and pseudo boundaries yPB from the
aforementioned source model. Given an unlabeled image
from the target domain, we denote pv as the mask
prediction probability on v-th pixel obtained from the
source model, then use p̂v and b̂v to denote the mask
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Table 1. Quantitative comparison of different methods on the target domain datasets, including both adversarial and clean images. (Note:
D denotes Dice, R. stands for robust, i.e. adversarial metrics that are tested on the adversarial samples, - means the result is not reported by
that method, S-F denotes source-free.) All our methods have higher adversarial values compared to the baselines. And the performance of
our methods on clean samples is comparable and mostly higher than the other methods. The best value is presented in bold and the second
best is underlined. (D ↑: %, ASD ↓: pixel.)

Dataset Method S-F Optic disc segmentation Optic cup segmentation
D[%] ASD R.D[%] R.ASD D[%] ASD R.D[%] R.ASD

W/o adaptation 83.02 23.36 - - 73.10 13.87 - -
Oracle 95.74 6.05 - - 83.97 5.38 - -

AdvEnt [36] ✘ 86.76 12.36 71.30 35.48 74.48 11.43 46.01 43.07
BEAL [38] ✘ 87.54 19.96 49.77 27.04 74.62 12.88 38.32 29.95
OCDA [22] ✘ 86.47 16.76 62.86 49.17 76.74 10.94 52.11 53.76

DPL [5] ✔ 90.13 9.43 72.78 35.43 76.78 9.01 52.29 40.85

RIM-ONE-r3 TT-SFUDA [35] ✔ 85.00 17.05 62.84 61.22 76.62 10.31 43.60 61.21
TENT [37] ✔ 82.92 23.63 61.72 50.47 72.95 14.00 45.70 52.92

SFDA-FSM [39] ✔ 82.98 23.69 73.60 37.59 73.56 14.51 54.27 30.65
Ours (Standard Source) ✔ 92.43 6.96 74.35 35.58 77.82 10.03 55.91 45.40
Ours (Robust Source) ✔ 91.39 8.07 77.22 23.63 75.59 11.13 60.34 50.11

Ours (Both) ✔ 92.89 6.52 76.20 22.92 77.94 10.07 60.13 26.83

Drishti-GS

W/o adaptation 94.04 7.47 - - 80.22 13.47 - -
Oracle 97.40 3.58 - - 90.10 9.50 - -

AdvEnt [36] ✘ 95.85 4.65 91.18 10.81 78.27 14.71 65.52 25.29
BEAL [38] ✘ 95.74 8.32 72.34 20.57 86.45 16.65 57.47 18.47
OCDA [22] ✘ 95.41 5.56 91.63 11.43 79.95 13.68 67.56 22.98

DPL [5] ✔ 96.39 4.88 93.02 9.58 83.53 11.39 75.99 16.35
TT-SFUDA [35] ✔ 95.22 6.00 91.64 12.27 80.67 13.00 64.01 24.01

TENT [37] ✔ 94.06 7.56 91.32 13.32 80.12 13.52 72.17 18.77
SFDA-FSM [39] ✔ 93.83 7.76 90.26 17.22 83.19 11.95 70.21 16.09

Ours (Standard Source) ✔ 96.01 4.70 92.05 11.25 83.71 10.91 73.92 18.15
Ours (Robust Source) ✔ 95.67 5.09 95.55 5.13 82.87 11.55 78.08 15.11

Ours (Both) ✔ 96.51 4.01 95.29 5.25 83.56 11.11 80.02 13.69

REFUGE val (Open)

W/o adaptation 70.36 52.75 - - 71.79 26.09 - -
Oracle 95.47 6.14 - - 88.82 4.20 - -

AdvEnt [36] ✘ 67.73 35.59 41.25 53.65 60.93 26.10 16.47 85.11
BEAL [38] ✘ 72.21 52.94 24.47 58.67 64.64 47.34 5.35 42.79
OCDA [22] ✘ 85.38 29.70 48.71 58.98 79.14 14.20 37.44 63.59

DPL [5] ✔ 85.48 8.23 52.74 54.88 72.14 15.11 41.33 59.12
TT-SFUDA [35] ✔ 82.60 33.00 50.80 51.73 77.86 12.56 41.61 56.53

TENT [37] ✔ 67.73 35.59 41.25 53.65 60.93 26.10 16.47 85.11
SFDA-FSM [39] ✔ 80.64 8.33 77.27 35.39 78.19 8.91 40.03 39.80

Ours (Standard Source) ✔ 91.54 6.87 88.51 17.68 79.78 7.44 46.46 37.46
Ours (Robust Source) ✔ 91.86 6.77 91.11 8.40 80.40 7.14 72.31 25.71

Ours (Both) ✔ 92.53 6.54 91.35 8.11 80.31 7.12 71.05 20.87

probability and boundary prediction obtained from the
target model. The pseudo label can be generated as:
yPLv

= 1[pv ≥ t], where 1(·) is the indicator function,
t ∈ (0, 1) is a probability threshold to generate binary
pseudo labels for the segmentation task. And we alleviate
the noise of the pseudo labels by using the label selection
mask mv [5], in which a pseudo label is selected when the
network’s uncertainty on prediction is low and the encoded
feature lies closer to the object prototype than the
background prototype:

Lseg = −
∑
v

mv∗[yPLv
·log(p̂v)+(1−yPLv

)·log(1−p̂v)].

(2)

Pseudo-Boundary Loss. In semantic segmentation,
accurate boundary prediction between objects is critical.

To encourage the model to predict more accurately, we use
pseudo-boundaries obtained from a source model during
the training. Explicitly modeling the boundaries helps the
model generalize better to unseen target domains and
generate more precise and coherent predictions, which can
further improve the accuracy. Additionally, boundaries of
foreground objects are domain-invariant information in
different domains.

The pseudo boundary segmentation loss is defined as:

Lbl =
1

N

∑
v

(yPBv
− b̂v)

2. (3)

Note that using robust pseudo labels and pseudo boundaries
from a robust model can result in less accuracy, as the clean
accuracy of the standard model is generally higher than that
of the robust model. On the one hand, we hope to trans-
fer the source robustness using a robust source model. On
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Table 2. Quantitative comprehensive comparisons of performance on adversarial and clean images on the test data averaged over all
domain and over all OC and OD segmentation. C+O denotes overall results averaged on the compound and open target domains.

Method Compound(C) Open(O) Avg.
RIM-ONE-r3 Drishti-GS REFUGE val C C+O
D[%] ASD D[%] ASD D[%] ASD D[%] ASD D[%] ASD

AdvEnt [36] 69.64 25.58 82.71 13.86 46.60 50.11 76.17 19.72 66.31 29.85
BEAL [38] 62.56 22.46 78.00 16.00 41.67 50.44 70.28 15.47 60.74 27.13
OCDA [22] 69.55 32.66 83.64 13.41 62.67 41.62 76.59 23.03 71.95 29.23
DPL [5] 73.00 23.68 87.23 10.35 62.92 34.33 80.11 17.02 74.38 22.79
TT-SFUDA [35] 67.02 37.45 82.89 13.82 63.22 38.45 74.95 25.64 71.04 29.91
TENT [37] 65.82 35.26 84.42 13.29 67.62 30.58 75.12 24.27 72.62 26.38
SFDA-FSM [39] 71.10 26.61 84.87 13.25 69.03 23.11 77.99 19.93 75.00 20.99
Ours (Standard Source) 75.13 24.49 86.42 11.25 76.57 17.36 80.78 17.87 79.37 17.70
Ours (Robust Source) 76.14 23.24 88.04 9.22 83.92 12.01 82.09 16.23 82.70 14.82
Ours (Both) 76.79 16.59 88.85 8.52 83.81 10.66 82.82 12.55 83.15 11.92

the other hand, we require better pseudo-labels to generate
adversarial examples. Therefore, to balance the trade-off
between clean and robust accuracy, we use both robust and
standard source models and transfer them to the target do-
main. In Ours (Both) method we obtain the required non-
robust pseudo labels and pseudo boundaries using the stan-
dard source model fs, then adapt the robust source model
fr
s to the target domain. We use the non-robust parts from
fs and prediction from fr

t to calculate the loss, as shown
in in Figure 2.(b). And only using standard source model
fs (Ours (Standard Source)) is shown as Standard Flow in
Figure 3, while only using robust source model fr

s (Ours
(Robust Source)) is not shown but the only difference with
standard flow is that only robust source model is available.

Entropy Minimization. Entropy minimization is a useful
technique for UDA [2, 37], and minimizing entropy
increases the confidence of the network’s output. We apply
this technique in our method to further improve the
adaptation performance and encourage the target model to
output confident predictions on unlabeled data. The
Shannon entropy for a prediction probability is defined as:

Lent = −
∑
v

p̂v · log p̂v. (4)

p̂v denotes the mask probability obtained from the target
model. To optimize the target segmentation model ft, the
overall loss function is:

L = Lseg + αLbl + βLent, (5)

where α and β are hyper-parameters for balancing the effect
between the pseudo-boundary loss and entropy minimiza-
tion loss.

4. Experiments
4.1. Datasets

We utilize four public optic disc (OD) and optic cup
(OC) segmentation datasets. Specifically, we use the train-
ing set of the REFUGE challenge [27] as the source domain,

RIM-ONE-r3 [7] and Drishti-GS [33] as the compound tar-
get domains, and the testing set of REFUGE val [27] as the
open domain. The source domain consists of 400 annotated
training images, and two compound target domain data are
split to 99/60 and 50/51 images for training/testing respec-
tively, following the same setup in DPL [5] and BEAL [38].
The open domain consists of 80 images.

4.2. Performance Metrics

We employ two metrics to evaluate the segmentation per-
formance: Dice coefficient and Average Surface Distance
(ASD). The Dice coefficient measures pixel-wise segmenta-
tion accuracy, while ASD measures segmentation boundary
accuracy. Higher Dice coefficients and lower ASD indicate
better segmentation performance.

4.3. Implementation Details

We use standard data augmentation, including Gaus-
sian noise, contrast adjustment, and random erasing, same
with [5] to slightly disturb the inputs when training tar-
get models, in order to make the predictions deviate from
pseudo labels. And we also use these augmentation strate-
gies in the standard source model training stage. For all
methods, we use a MobileNetV2 adapted DeepLabv3+ [6]
as the backbone, similar as in [5]. The threshold t is 0.75,
same with BEAL [38]. We train the source and target model
both with batch size 8, but 200 epochs and 2 epochs respec-
tively. The model is implemented with PyTorch 1.12.1 and
trained on one NVIDIA GeForce RTX 2080 Ti GPU. For
generating adversarial images, we set the number of PGD
steps to 20 and ϵ to 4/255. The loss components weights are
set as α = 1.0, β = 0.4.

4.4. Comparisons with the State-of-the-Art

We conducted extensive experiments to compare our
method with recent UDA methods, including BEAL [38],
DPL [5], AdvEnt [36], TT-SFUDA [35], TENT [37]
and OCDA [22] on fundus image datasets. BEAL [38]
is an UDA method with adversarial learning between
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Figure 4. Comparison of adaptation performance of different methods on clean samples.
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Figure 5. Comparison of adaptation performance of different methods on adversarial samples.

source and target data with boundary prediction on cross-
domain fundus image segmentation; DPL [5] is an state-
of-the-art SFUDA method with denoised pseudo label-
ing, which is the best-reported SFUDA model on cross-
domain fundus image segmentation; AdvEnt [36] is a pop-
ular UDA benchmark approach that encourages entropy
consistency between the source and target domains; TT-
SFUDA [35] is a state-of-the-art two-stage approach for
source-free domain adaptive image segmentation, includ-
ing target-specific adaptation and task-specific adaptation;
TENT [37] is a popular test-time adaptation method which
optimizes the model by minimizing entropy of its predic-
tion; OCDA [22] is a memory-based curriculum learning
framework that improves generalization on the compound
and open domains.1) a curriculum domain adaptation strat-
egy to bootstrap generalization across domain distinction
in a data-driven self-organizing fashion and 2) a memory
module to increase the model’s agility towards novel do-
mains. SFDA-FSM [39]is a two-stage state-of-the-art two-
stage approach for source-free domain adaptive image seg-
mentation including a Fourier Style Mining (FSM) genera-
tion stage and an adaptation stage which has a Contrastive
Domain Distillation (CDD) module to achieve feature-level

adaptation. The detailed comparison results are presented
in Table 1, where we also include “W/o adaptation” lower
bound and the supervised upper bound “Oracle” in the tar-
get domain. While SOTA DPL performs well on clean sam-
ples, our two best approaches (Robust source and Both) sig-
nificantly improve adversarial performance while maintain-
ing performance on clean data. Notably, without source
data during adaptation, our method (Both) achieves the
highest Dice for OD segmentation on three target domains.

The quantitative comparisons of different methods av-
eraged on clean and adversarial images are shown in Ta-
ble 2 and the Dice and ASD are averaged over OC and OD
segmentation. Ours (Both) outperforms all SF-DA meth-
ods on clean samples, especially the state-of-the-art source-
free DPL by improving C+O Dice by 3.22%. Our method
(Both) also outperforms all UDA methods on adversarial
samples, especially the baseline source-dependent BEAL
by improving C Dice by 23.44% and C+O Dice by 37.72%.
Moreover, when the gap between the source and target do-
main is trivial, as Drishti-GS, using non-robust (Both) or ro-
bust pseudo parts (Robust source) does not cause a big dif-
ference. Otherwise, non-robust counterparts are suggested.

Apart from closed-set UDA, we also demonstrate the ef-
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fectiveness of our method for the open domain. As shown in
Table 2, the proposed PLPB achieves the best accuracy and
even outperforms the standard UDA method [22]. The im-
provements for open-set tasks are significant, as low-level
boundary information of the source model is utilized suffi-
ciently to address the distribution shift and the robust model
generalizes well on out-of-distribution data.

We again conduct experiments of all the baseline ap-
proaches with adversarial training [26] in the source do-
main, as shown in Table S1 in Supplementary. Ours (Both)
still have the best overall performance compared with robust
methods. And it is important to note that the clean met-
rics of other robust methods drop considerably if they are
directly trained robustly, which is in line with the general
observation that robust models tend to hurt the performance
on clean samples [42].

Figure 4 shows the qualitative comparison of adapta-
tion performance on clean samples. Other methods hardly
predict accurate boundaries in ambiguous regions and our
method produces more accurate boundaries and mask pre-
dictions. Comparison of adversarial samples is shown in
Figure 5. Other methods have collapsed segmentation re-
sults on adversarial samples, while our PLPB remains well
shapes thanks to robust augmentation and boundary infor-
mation from the robust source model.

These results demonstrate the superiority of our method
to adapt the model even without the source data. This also
indicates that SF-DA would not necessarily underperform
the vanilla UDA. One possible reason is that vanilla UDA
methods assume that the source and target domains share
common features, which is not always the case in real-world
scenarios. Moreover, vanilla UDA methods aim to find an
invariant latent space between the source and target distri-
bution which could be challenging. Our method directly
adapts the model to the target domain, allowing it to capture
more discriminative representations from target distribution
and be more robust to domain shifts.

4.5. Ablation Studies

We study the effectiveness of key components in PLPB,
with results shown in Table 3 and Table 4 for clean and ad-
versarial samples respectively. Adding boundary loss sig-
nificantly improves the source-only model. The entropy
loss also contributes to improvements in terms of Dice score
and ASD value. The comparison with Ours (Standard) and
Ours (Robust) in Table 1 shows the superiority of using both
standard and robust models. The results of ablation studies
confirm the effectiveness of the components in PLPB.

4.6. Discussion

Based on our experimental evaluations, we find that con-
sistent with previous works [1,32], robust source feature ex-
tractors are effective in preserving robustness, while main-

Table 3. Ablation results with different losses on clean samples.

Method Compound(C) Open(O) Avg.
RIM-ONE-r3 Drishti-GS REFUGE val C C+O
D[%] ASD D[%] ASD D[%] ASD D[%] ASD D[%] ASD

Lseg 83.85 9.88 89.30 8.12 85.14 7.72 86.57 9.00 86.09 8.57
Lseg + αLbl 84.12 9.27 89.76 7.79 85.76 7.26 86.94 8.53 86.55 8.10
Lseg + βLent 84.08 8.75 89.93 7.84 85.30 8.33 87.00 8.30 86.44 8.31
Lseg + αLbl

+βLent
85.42 8.30 90.04 7.56 86.42 6.83 87.73 7.93 87.29 7.56

Table 4. Ablation results with different losses on adversarial sam-
ples.

Method Compound(C) Open(O) Avg.
RIM-ONE-r3 Drishti-GS REFUGE val C C+O
D[%] ASD D[%] ASD D[%] ASD D[%] ASD D[%] ASD

Lseg 67.98 29.84 86.45 10.20 81.08 17.45 77.22 20.02 78.50 19.66
Lseg + αLbl 68.03 26.60 86.98 9.97 81.09 18.33 77.50 18.29 78.70 18.30
Lseg + βLent 68.57 28.72 86.38 11.61 80.93 18.86 77.47 20.16 78.62 19.73
Lseg + αLbl

+βLent
68.17 24.88 87.66 9.47 81.20 14.49 77.91 17.17 79.01 16.28

taining sufficiently high accuracy on clean samples. And
robust pre-trained models not only perform well on tar-
gets without adversarial training but also improve the ac-
curacy on clean samples. Furthermore, adversarial train-
ing on source training enhances the ability of adaptation by
improving the low-level diversity and generalization on the
open dataset. We assume that adversarial attacks are based
on the gradient of the training model, which can be con-
sidered as a type of low-level diversity so that adversarial
samples can also serve as augmentation for diversity. It is
consistent with the previous work that a pre-trained model
that is more robust to input perturbation provides a bet-
ter initialization for generalization on downstream out-of-
distribution data [41]. After disabling the pseudo-boundary
loss, the performance of the target model has dropped no-
ticeably. By explicitly modeling the boundaries in the target
domain, our target model achieves better generalization and
generates more precise and coherent predictions.

5. Conclusion
In this study, we develop a method for robust source-free

domain adaptation for the segmentation of fundus images.
Our method PLPB outperforms competing state-of-the-art
methods, achieving SOTA performance on adversarial and
clean samples. A limitation of our method is that we need
to train two source models, which increases training costs.
In future studies, we will address this limitation by using
a single source model. We will also explore methods to
handle more severe domain shifts.
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