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Abstract

In the context of continual learning, prototypes—as rep-
resentative class embeddings—offer advantages in memory
conservation and the mitigation of catastrophic forgetting.
However, challenges related to semantic drift and proto-
type interference persist. In this study, we introduce the
Contrastive Prototypical Prompt (CPP) approach. Through
task-specific prompt-tuning, underpinned by a contrastive
learning objective, we effectively address both aforemen-
tioned challenges. Our evaluations on four challenging
class-incremental benchmarks reveal that CPP achieves a
significant 4% to 6% improvement over state-of-the-art meth-
ods. Importantly, CPP operates without a rehearsal buffer
and narrows the performance divergence between continual
and offline joint-learning, suggesting an innovative scheme
for Transformer-based continual learning systems’.

1. Introduction

Continual learning [45], defined as the model’s ability
to sequentially assimilate information from a continuous
stream of potentially correlated data, is critical for modern
intelligent systems, due to the inherently dynamic nature
of the real world [17]. Yet, existing deep neural networks
are known to be prone to catastrophic forgetting [32], i.e.
models progressively degrade in performance on previously
mastered tasks upon the acquisition of new information.

Among the plethora of strategies proposed to harness
continual learning challenges [48], prototypes (e.g., class
mean embeddings [44]) exhibit a promising functionality as
they can retain previous knowledge in a memory-efficient
manner [62] and mitigate bias towards the latest task [40,

] when coupled with a nearest class mean (NCM) [33]
classifier. However, prototypes themselves are also subject
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Figure 1. A schematic illustration of semantic drift and prototype
interference. Different colors represent separate classes.

to abrupt efficacy drops due to the following challenges:

e Semantic drift. Sequential task learning using a uni-
fied model essentially results in a series of model snap-
shots, with only the most recent version being retained.
This framework introduces a discrepancy between the
data sample’s embedding at inference time and its pro-
totype—leading to pronounced semantic drift in the
embedding space (see Fig. 1 top).

e Prototype interference. The emergence of new data
samples, bearing high semantic resemblance to previ-
ous samples, can distort their embeddings in proximity
to pre-existing prototypes, thereby causing interference
(see Fig. 1 bottom).

During course of continual learning, both phenomena occur
simultaneously and cause forgetting.

Although existing methodologies attempt to alleviate the
impact of semantic drift—either through the preservation
and replay of prior samples [11,40] or by compensating
for drifts post-facto [16, 58]—they often necessitate signifi-
cant memory overhead or become susceptible to cumulative
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errors as the sequence of tasks extends. Furthermore, the
interference issue is less attended to, and is often left implic-
itly to additional regularization terms [1,28,29]. To bridge
these gaps, our approach seeks to synchronously align the
embedding functions employed for prototype generation and
inference, thereby avoiding semantic drift. Concurrently, we
also advocate for a strategic regulation of distances between
prototypes in the embedding space to minimize interference.

Drawing inspiration from prompt-tuning [20,25], a new
transfer learning paradigm that enables a tiny portion of ad-
ditional learnable tokens to adapt a frozen Transformer [49]
to down-stream tasks, we propose the use of task-specific
prompts to bypass semantic drift. Concretely, we allow a
data sample at inference to retrieve its corresponding task-
specific prompts and assemble the exact embedding function
that is used for generating its corresponding prototype. Un-
der our schema, a frozen, pre-trained Transformer is treated
as shared, stabilized global knowledge across tasks, ensuring
system stability. Task-specific prompts, on the other hand,
learn task-level specializations and keep the system plastic.

To reduce prototype interference in the embedding space,
we propose a novel contrastive prototypical loss optimized
using task-specific prompts. The crafted learning objective
encourages intra-class clustering and increases inter-class
distances upon on a mixture of data embeddings and up-
to-now prototypes. Our architecture ensures that historical
knowledge is assimilated and utilized solely as prototypes
and anchor points. Task-specific prompts can, therefore,
effectively navigate current prototypes to minimize inter-
ference, obviating the need for the storage and replay of
explicit samples. We further enhance our framework with
the multi-centroid prototype strategy, which deploys a set
of fictive embeddings instead of a singular mean embed-
ding, capturing the distributional essence of a class more
comprehensively.

We term our method Contrastive Prototypical Prompt
(CPP), a simple and novel continual learning framework that
explores embedding space holistically. Emperically, CPP
excels in four challenging class-incremental benchmarks in-
cluding split CIFAR-100, 5-datasets, split ImageNet-subset,
and split ImageNet-R, bringing around 4% to 6% absolute
improvements over state-of-the-art methods. Notably, CPP
is rehearsal-free and consumes at least 5x times fewer addi-
tional memories than rivals. Our primary achievements can
be summarized as:

e The inception of CPP, a simple and novel framework
for rehearsal-free continual learning. It leverages con-
trastively learned task-specific prompts to effectively
address both semantic drift and prototype interference
obstacles.

e The introduction of the multi-centroid prototype strat-
egy, an innovative mechanism that enriches the rep-

resentational prowess of prototypes and is seamlessly
integrated into the CPP framework.

e Rigorous empirical validations confirming the
supremacy of CPP under a light memory budget.
Each crafted component is thoroughly studied and
demonstrates clear and additive benefits.

2. Related Work

Continual learning. Prevalent algorithms can typically
be categorized into three primary branches [17, 37, 48].
Regularization-based methods strike a balance under sta-
bility—plasticity dilemma. A subset of this, parameter-
regularization methods, either restrict the magnitude [29,59]
or the orientation [14, 42] of parameter space alterations.
Conversely, functional-regularization methods confine func-
tional changes concerning certain *anchor points’ in the func-
tion space [2, 36,46]. Notably, their performance tends to
wane with extended task sequences [17]. Modular-based
methods mitigate knowledge interference by either reallo-
cating existing resources [31,43] or provisioning additional
learning capacities [26,41,57]. A caveat is their frequent
dependence on test-time task identifiers, making them chal-
lenging to scale. In practice, by saving and replaying earlier
data instances, rehearsal-based methods have consistently
demonstrated versatility and resilience [4,6]. However, their
efficacy can vary based on buffer size [17, 38] and might not
be practical for scenarios with tight memory constraints or
heightened privacy concerns. Our proposed CPP, integrates
the advantages of these diverse methods while strategically
sidestepping their inherent limitations.

Prototypes for continual learning. Embeddings have
been recognized for their resilience against information
loss [10,58]. Moreover, the parameter-driven linear clas-
sifiers often culminate in rapid forgetting, chiefly due to
biases in favor of recent tasks [60]. Consequently, a majority
of prototype-centric methodologies have harnessed proto-
types in combination with the NCM classifier [40, 58, 62].
An alternative strategy, PASS [62], employs prototypes as
latent space anchors, curtailing semantic overlaps. Similarly,
CPP also deploys prototypes as anchors in the latent space.
To empower the prototypes, existing approaches to counter-
act semantic drift have either preserved explicit exemplars
for prototype updates [ 1 1,40] or retroactively compensated
for drifts by inferring them from contemporary data [58]. In
stark contrast, CPP preemptively obstructs semantic drifts
and proactively tackles prototype interference. Further, our
methodology favors multi-centroid prototypes over mean
embeddings, offering a nuanced representation of contextual
distributions.

Prompt tuning. The practice of initializing deep neural net-
works with pre-trained weights is widely adopt. However,
conventional fine-tuning might not consistently enhance per-
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formance on downstream tasks [23]. In response, prompt-
tuning, initially gaining traction in the NLP domain [25,27]
followed by the adaption to the visual domain [20], has been
explored. Its recent induction into continual learning has
been evidenced by methodologies such as L2P [54] and Du-
alPromt [53], which capitalize on shared prompt pools or
universal prompts for incremental knowledge acquisition.
In a similar vein, S-prompts [5 1] harnesses domain-specific
prompts for domain-incremental learning challenges. Our
approach uses task-specific prompts to address semantic
drift and prototype interference. Importantly, we innova-
tively integrate prompt-tuning with prototypes, optimizing
their combined benefits for continual learning.

3. Methodology

We begin by describing the problem setup and, along the
way, introduce the notations in Sec. 3.1. We then proceed to
a basic prototype-based framework in Sec.3.2, serving as our
baseline model. Building on this baseline, Sec.3.3 describes
our advanced CPP approach. The multi-centroid prototype
strategy is further discussed in Sec.3.4. An illustrative frame-
work overview can be seen in Fig. 2.

3.1. Problem Setup and Notion

Supervised continual learning can be defined as learning a
model over a sequence of 7" tasks 7.0 = {71, 72,..., Tr}.
Each task 7; is associated with a dataset D' = {(x!, y!)1,
containing n; data pairs, where « is the input and y is its
corresponding label. Each data pair (!, y!) € (X! x V)
belongs to an unknown distribution (X't x V*) and ) Nyt =
() while ¢ # t'. In general, a neural network at session ¢ can
be split into an embedding function fg:(-) : RW*HxC
RP and a classifier g4 () : R? — R¥ that parameterized
by 0% and ¢, respectively. The overall learning objective
is to develop a pair of fp:(-) and gg4¢(-) that excels in all
prior tasks 77.;. Note that in this paper, we focus on the
challenging rehearsal-free class-incremental setting, where
the task identity ¢ is not available during inference and we
do not augment the dataset D! of task 7; by saving and
replaying preceding exemplars during the training stage.

3.2. A Training-free Baseline

Let D! denote the dataset belonging to class k at task ¢,
and the prototype of class k is produced as the class mean
embedding following [40]:

s = pﬁz S folw). (1)

zeD}

Here, 6 is initialized by a pre-trained ViT [13] and is kept
frozen throughout the entire learning process. We then do
classification using the nearest-class-mean (NCM) [33] clas-

sifier:

y* = argmin {d(uy, fo(z))}, 2)

ye{l,...,.K}

where d : RP x RP — R is a distance measurement. In our
design, we always define d as the cosine distance (similarity).
This straightfoward training-free baseline model produces
decent results under an apt embedding function (see Table 3),
highlighting the value of the embedding and the potential of
prototypes in continual learning.

3.3. Contrastive Prototypical Prompt
3.3.1 Steering prototypes with task-specific prompts

Ideally, a static embedding function can position data sam-
ples close to their corresponding prototypes in the embed-
ding space, thus avoiding forgetting with the architecture
outlined in Sec. 3.2. Yet, achieving a universally adept em-
bedding function remains elusive. Instead, we permit the
embedding function to adapt dynamically to new inputs with
minimal forgetting. This is achieved by incorporating a tiny
set of learnable tokens (i.e., task-specific prompts), to inform
a frozen embedding function.

Specifically, we prepend a prompt p; € RE»*P to the
existing tokens in the ¢-th layer of a Transformer, where L,,
is the length of the prompt and D denotes the embedding
dimension. The computation of the ¢-th layer is then defined
as:

[ci,ei] = Ti([ci—1, Pi—1, €i-1]), 3)

where T; represents a multi-head self-attention block fol-
lowed by a feed-forward network. Here, ¢ € R¥*D denotes
the class token, and e € R« *P is the existing data tokens.
The operator [-] concatenates along the sequence length di-
mension. We adopt deep prompt [20] by adding prompts to
all S layers. Thus the task-specific prompt for task ¢ is given
as Pt = {pt,ph,...,p%}, and the embedding function for
task ¢ can be rewritten as:

for(-) = fro,pt3(0). “4)

We maintain a collection of task-specific prompts in the
memory space, each paired with distinct key and value pro-
totypes (elaborated in Sec. 3.3.3). Thanks to the design
of task-specific prompts, each task has a unique parameter
space and the semantic drifts can be avoided by assembling
the frozen embedding function with the correct task-specific
prompt at inference.

3.3.2 Contrastive prototypical loss (CPL)

To address prototype interference, we introduce a novel loss
function tailored to optimize task-specific prompts. Recall
that CPP maintains information from different contexts as
prototypes and uses the NCM classifier for discrimination.
We therefore expect contemporary task-specific prompt can
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Figure 2. An overview of CPP. Different colors denote different classes. Left: As learning progresses, knowledge from prior tasks is
anchored as prototypes in the embedding space, with task-specific prompts minimizing prototype interference. Right: During inference, a
group of candidate prompts (shown as class-specific prompts for illustration purpose) are first retrieved and then followed by a fine-grained

matching process.

encouraging intra-class clustering while avoiding overlap
with prior prototypes in the embedding space.

Based on this rationale, we present CPL which fortifies
intra-class coherence while distancing inter-class entities
within a joint space of data embeddings and prototypes. For
task ¢, let I = {(x1,11),...,(xN,yn)} denote a batch of
N image pairs and Z = {z1,..., zx } be their correspond-
ing embeddings. Here, omitting subscripts, z is computated
as z = Mgt (fro,pty(x)), where my (-) is a multi-layer per-
ceptron (MLP) neck parameterized by ¢*. It is worth noting
that m¢ (+) is re-initialized for each new task and disposed
during inference. The learning objective is defined as:

1
L=5 >z, (5)
ie{1,...,.N}
—1 exp(z; - zp/T)
L; = 1 , (6
POl 2 T ety ©

zn €N (3)UU

where P(i) = {z, € Z : y, = y;} denotes a set of positive
samples w.r.t. embedding z;, and N (i) = {2z, € Z : y,, #
y; } represents a set of negative samples that do not share
the same label as z;. We define U = {d1,..., 0} as acol-
lection of negative anchors, represented by value prototypes
from preceding classes. Fig. 2 (left) illustrates the idea of
our learning objective. To better restrain the discrimination
boundaries, we apply prototype augmentation following [62].
At each iteration, prototypes in U are randomly sampled and
perturbed by a scaled Gaussian noise & = p + m * e, where
e ~ N(0,1) and m is a scale factor computed as the average
variance of the corresponding class embeddings.

CPL differs from the canonical contrastive loss [9,21] in
two primary ways. First, we employ previous class proto-
types as negative anchors, preserving spaces for earlier data

and negating prototype interference. Second, we concentrate
on aligning positive embeddings, omitting the emphasis on
intra-class uniformity, a crucial aspect in conventional con-
trastive learning [50]. Given the NCM classifier’s inclination
to select the nearest prototype, enhancing intra-class unifor-
mity might undesirably widen the distance between a sample
and its prototype. This rationale can also be understood from
an energy-based standpoint; further details are expounded in
the supplementary material.

3.3.3 Inference by reemerging model snapshots

In this section, we delineate the inference procedure using
CPP. The crux of the procedure is to associate a target data
sample with its task-specific prompt, thereby reconstituting
the complete embedding function, i.e., a model snapshot.
This process is analog to predicting task identities and can be
simplified to directly assigning correct task-specific prompt
to a given class when the task identities are available.
Considering the prototype of class k in task ¢, we decou-
ple it into a key prototype wuy = ﬁ dow Dt fo(x) and a

value prototype 4 = ﬁ ZmeD; fo,pt}(x) correspond-
ing to the class mean embedding before and after learning
task t, respectively. We cache both key prototypes U =
{1, ..., ug} and value prototypes U = {i1,..., Gz} of
K learned classes. For inference, we start by constructing
a coarse query vector g : R'*P of target sample . We
subsequently employ a query function ¢(q, U, r) to locate
r nearest key prototypes and retrieve their corresponding
prompt sets {P',... P/ :J <r}. Here, J < r since dis-
tinct classes might possess identical task-specific prompts. g
is simply the class token from the last layer: g = fy(x) (ex-
act indexing operation is omitted to avoid notion clutter) and
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Figure 3. Different colors denote different classes. Small and large
circles represent data samples and prototypes, respectively.

the query function measures the pairwise cosine similarity
between q and U.

Deeming these retrieved prompts as candidates, we gener-
ate a set of fine-grained query vectors Q = {¢7 : j € [1, J]},
where ¢/ = fo,pi1(x). The final class prediction is made
as following:

y* = argmin{d(a,,¢’) :y € [1,K],j € [1,J]}. ()
y

Fig. 2 (right) depicts the information flow of the inference
process. Detailed algorithms are provided in supplementary.
There are two key steps that ensure the success of the
above inference process. First, we need to retrieve a group
of candidate prompts that contain the target prompt. This
is secured by an appropriate embedding function through
which a data sample will locate in the vicinity of its corre-
sponding distribution mass center (empirically validated in
supplementary). Second, we expect the retrieved prompts,
i.e., both target prompt and mismatched prompts, can at-
tribute. Thanks to our designed contrastive prototypical loss,
target prompt will reduce the distance between the sample
and its corresponding value prototype, while mismatched
prompts act in the opposite way. Hence, the behavior of both
target and mismatched prompts is beneficial for the NCM.

3.4. Multi-centroid Prototypes

Prevailing alrothims in continual learning adopt class
mean embeddings as prototypes [58,61,62]. This practice
harbors the belief that latent space distributions are both con-
vex and isotropic. Furthermore, it assumes that the distance
function belongs to Bregman divergence [44]. Yet, above
premise don’t always stand their ground in practice as no
strict constraints are imposed on embedding distributions,
and the cosine distance is not Bregman divergence (see Fig. 3
for an example).

To this end, we propose to use multi-centroid prototype.
The essence of this strategy is the generation of a set of
synthetic embeddings to encapsulate the quintessence of the
target class distribution. Specifically, we calculate the sim-
ilarity matrix S, : RIP+/*IPx| by measuring the pair-wise
cosine similarities between embeddings in class k. Sj is
then used as the affinity matrix for spectral clustering [35] to
generate C centroids {u .} ;. In both training and infer-
ence stages, we seamlessly substitute class mean embeddings
with their corresponding multi-centroid prototypes.

It is worth noting that the multi-centroid strategy is also
complementary to CPP’s inference framework serving as a
hard-case miner. Consider a datum that either strays far from
its distribution’s mass center or finds itself mired amidst
overlapping class distributions; the multi-centroid approach
facilitates the retrieval of a broader spectrum of candidate
prompts, thereby safeguarding accuracy. Conversely, for
data inhabit near their distribution mass centers in a well-
separated class territories, this strategy prunes the list of
retrieved prompts, boosting efficiency. The upper and lower
bounds of the retrieved prompt number are given as r and
max(1,r/C), respectively.

4. Experiments

Experimental section is start with the delineation of
datasets and metrics employed. Then, we benchmark CPP
in relation to state-of-the-art methodologies. Afterwards, we
thoroughly studied each introduced component, affirming
their effectiveness. The section is concluded by an analysis
of CPP’s efficiency from both memory and computational
aspects.

4.1. Datasets

Split CIFAR-100 is a standard continual learning bench-
mark wherein CIFAR-100 is partitioned into 10 discrete
tasks. Extended results for alternative splits (e.g., 5 and 20
tasks) are available in the supplementary material.
5-datasets is a collection of datasets consisting of CIFAR-
10 [22], MNIST [24], Fashion-MNIST [56], SVHN [34],
and notMNIST [3]. Each is designated as a distinct task,
mirroring real-world situations with significant differences
between tasks.

Split ImageNet-subset is a frequently referenced bench-
mark that segments a 100-class subset of ImageNet [12] into
10 tasks, each comprising 10 classes. It resembles challeng-
ing real-world image with high resolution.

Split ImageNet-R is first adapted for continual learning
through DualPrompt [53]. It seeks to replicate real-world
conditions characterized by varied image styles and notable
intra-class diversity. The original ImageNet-R [19] is divided
into 24,000 training and 6,000 test images, with the 200
classes spread across 10 individual tasks.

4.2. Configuration and Evaluation Metric

Configuration. We use the following dataset-agnostic con-
figuration unless stated otherwise. All experiments are con-
ducted on four NVIDIA A100 GPUs. We train CPP for
50 epochs with a batch size of 256 using the AdamW opti-
mizer [30]. The initial learning rate is set to 1 x 1073 and
anneals to 1 x 1076 according to a cosine scheduler. The
prompt length L, is set to 1 and deep prompt is used by
default. The multi-centroid number C' and nearest neigh-
bors r are set to 5 and 3, respectively. A 3-layer MLP with
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Split CIFAR-100 5-datasets Split ImageNet-R

Method Buffer Avg. Acc (1) Forget () Buifer Avg. Acc (1) Forget () Bufer Avg. Acc (1) Forget (})
ER [8] 82.53+0.17 16.46+0.25 84.26+0.84 12.85+0.62 65.18+0.40 23.31+0.89
BiC [55] 81.42+0385 17.31+1.02 85.53+2.06 10.27+1.32 64.63+127 22.25+173
GDumb [38] 5000 81.67+0.02 - 500 - - 5000 65.90+0.28 -

DER++ [4] 83.94+034 14.55+073 84.88+0.57 10.46+1.02 66.73+0.87 20.67+1.24
Co?L [6] 82.49+0.89 17.48+1.80 86.05+1.03 12.28+1.44 65.90+0.14 23.36+0.71
EWC [29] 47.01+0.29 33.27+1.17 50.93+0.09 34.94+0.07 35.00+0.43 56.16+0.88
LwF [28] 60.69+0.63 27.77+2.17 47914033 38.01+0.28 38.54+123 52.37+0.64
L2P [54] 83.86+0.28 7.3540.38 81.14+0.93 4.64+052 61.57+0.66 9.7340.47
ESN [52] 86.34+0.52 4.76+0.14 85.71+147 2.58+0.61 - -

DualPrompt [53] 86.51+033 5.1640.09 88.08+0.36 2.2140.69 68.13+0.49 4.68+0.20
CPP (ours) 91.12+0.12 3.33+0.18 92.92+0.17 0.19-£0.07 74.88+0.07 3.65+0.03
Upper-bound - 93.1540.09 - - 97.81+0.02 - - 83.87+030 -

Table 1. Comparison to state-of-the-art methods on split CIFAR-100, 5-datasets, and split ImageNet-R. Results of ESN are reported from the

original paper [

2048 hidden units and 768 output dimensions is randomly
initialized at each new task. Other detailed configurations
are provided in supplementary.

Evaluation metric. We adopt the widely used average ac-
curacy and forgetting from the end session [7,29,53] as our
evaluation metrics. We report average and standard deviation
according to five runs with different random seeds. Detailed
illustration of each metric and more results under alternative
protocols are relegated to the supplementary.

4.3. Benchmarking Against Leading Approaches

In this section, we first compare CPP to state-of-the-art

methods that are compatible with the Transformer archi-
tecture on split-CIFAR100, 5-datasets, and split ImageNet-
R datasets following DualPrompt [53]. Then we repro-
duce state-of-the-art prototype-based methods as well as
Transformer-based methods and compare CPP to them on
split ImageNet-subset and split-CIFAR-100. Note that all
methods reported in this section are implemented using the
same pre-trained ViT-B/16.
Main results on split CIFAR-100, 5-datasets, and split
ImageNet-R. We compare CPP to regularization-based
methods (EWC [29] and LwF [28]), advanced rehearsal-
based methods ( ER [8], GDumb [38], BiC [55], DER++ [4],
and Co?L [6]), and Transformer-based methods (L2P [54],
ESN [52], and DualPrompt [53]). As shown in Table 1,
despite the rehearsal-free property of regularization-based
methods, their results lack vigor. Rehearsal-based methods,
on the other hand, produce decent results under a large mem-
ory budget. Yet, they are still outperformed by prompt-based
methods, which do not require rehearsal. Among the family
of new emerging Transformer-based methods, CPP surpasses
alternatives by a significant margin, showcasing the superior-
ity of our framework which leverages task-specific prompts
that are optimized by the contrastive prototypical loss to
steer prototypes.

Comparison to prototype-based methods. We further

]. Other results except for the upper-bounds are reported from DualPrompt [53].

compare CPP against state-of-the-art prototype-based meth-
ods including iCaRL [40] and PASS [62] on split ImageNet-
subset and split CIFAR-100. For calibration purpose, we
also reproduce DualPrompt [53] on split ImageNet-subset.
To avoid information leakage, we adopt pretrained model
using self-supervised MAE method for split ImageNet-subset.
Details on reproduction are consigned to the supplementary.
As shown in Table 2, a pre-trained ViT backbone can signif-
icantly boost the performance of existing prototype-based
methods, which aligns with the observation in [39]. How-
ever, CPP still demonstrates an unparalleled performance
with the same backbone, suggesting a clear advantage of
CPP over alternatives.

4.4. Ablation Study

Effectiveness of the proposed modules. Recognizing that
the choice of embedding function is instrumental to our
approach, it is critical to analyze CPP under different embed-
ding functions. In pursuit of this, CPP is instantiated employ-
ing state-of-the-art pre-training mechanisms encompassing
ViT [13], Deit [47], Dino [5], and MAE [18]—a spectrum
that spans supervised to self/un-supervised methodologies
and discriminative to generative paradigms. As Table 3 elu-
cidates, both task-specific prompts and multi-centroid proto-
types remain robust across all pre-training methods, bringing
around 10% to 20% absolute improvements over the base-
line model. In addition, these modules, when isolated, retain
efficacy and exhibit synergistic performance when combined
together. An intriguing observation pertains to the variations
induced by distinct pre-training paradigms, highlighting a
pronounced correlation between baseline models and their
CPP counterparts (e.g., p = 1.0 for split CIFAR-100).

Contrastive prototypical loss outperforms alternatives.
To discern the merits of CPL, we first compare it with two
widely-used loss functions: CE (cross-entropy) and SupCon
(supervised contrastive loss) [21]. As shown in Table 4,
CPL outperforms both of them by a clear margin. Among
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Method

Buffer size

Split ImageNet-subset

Split CIFAR-100

Backbone Pretrain ~ Avg. Acc (1) Backbone Pretrain  Avg. Acc (1)
Upper-bound - ViT/B-16  ImageNet  94.22+0.18 ViT/B-16 MAE 93.15+0.09
iCaRL [40] 2000 ResNet-18 X 23.774035 ResNet-18 X 51.12+036
PASS [62] 0 ResNet-18 X 27.16+0.24 ResNet-18 X 36.32+0.33
iCaRL [40] 2000 ViT-B/16 MAE 87.96+0.26 ViT-B/16 ~ ImageNet 75.1040.26
PASS [62] 0 ViT-B/16 MAE 72.72+031 ViT-B/16  ImageNet 64.10+0.20
DualPrompt [53] 0 ViT-B/16 MAE 92.5040.24 ViT-B/16  ImageNet 86.51+0.33
CPP (ours) 0 ViT-B/16 MAE 93.82-+0.06 ViT-B/16  ImageNet 91.12+0.12

Table 2. Comparison to prototype-based methods and DualPrompt on split ImageNet-subset and split CIFAR-100. Results of DualPrompt on

split CIFAR-100 are reported from the original paper. All other results are reproduced using the same pre-trained ViT-B/16.

Split CIFAR-100

S-datasets

Split ImageNet-R

Pretrain CPP Multi-centroids Avg. Acc (1) Forgetting () Avg. Acc (1) Forgetting (]) Avg. Acc () Forgetting (])
71.9 9.97 70.54 0.28 51.29 5.84
Deit [47] v 77.64+0.18 8.06+0.14 81.67+0.13 1.71+021 57.85+0.07 6.74+0.10
v 74.23+0.08 9.11+0.14 72.36+0.02 0.11+0.01 49.50+0.16 6.16+0.19
v v 82.24+0.20 6.05+0.19 90.94+0.23 0.22+0.04 67.45+0.25 4.94+0.12
76.69 8.91 72.18 0.68 45.59 7.77
Dino [5] v 80.11+0.22 6.88+0.20 81.56+0.02 0.74+0.06 51.88+0.10 8.67+0.15
v 79.71+0.08 7.68+0.07 74.31+004 0.18+0.01 48.63+0.18 5.72+0.15
v v 83.59+0.12 5.43+0.18 89.10+0.10 0.21+0.08 61.22+0.59 5.04+0.08
74.65 8.60 72.77 0.30 55.25 6.21
MAE [15] 78.90+032 8.42+0.24 82.48+0.06 0.41+0.05 62.78+0.09 5.88+0.19
v 76.68+0.15 8.16+0.09 73.98+0.06 0.1140.04 54.68+0.09 5.2240.20
v v 83.36+0.18 6.50+0.38 91.76+0.02 0.11+0.01 71.04+0.30 4.23+0.07
82.82 5.94 69.71 0.30 60.20 5.26
VAT [13] v 87.18+0.22 4.704033 81.54+0.05 0.42+0.05 65.88+0.14 6.76-£0.02
v 84.09+0.05 5.47+0.12 72.1+0.17 0.15+0.01 61.11+0.23 4.84+0.04
v v 91.12+0.12 3.33+0.18 92.92+0.17 0.19+0.07 74.88+0.07 3.65+0.03

Table 3. Ablation studies of the proposed modules under four different pre-training methods. When neither CPP nor multi-centroid prototype
are applied, the model is reduced to the training-free baseline model as described in Sec. 3.2.

comparisons, SupCon is most compatible with ours, further
confirming the advantage of coupling the contrastive loss
design with a NCM classifier. Then, we independently add
uniformity (w/ uniform) or remove prototypes (w/o proto),
under varied temperatures to validate the efficacy of each
proposed component. As shown in Fig. 4 (right), encour-
aging uniformity decreases the performance, and removing
prototypes aggravates the prototype interference, which are
coherent with our analysis in Sec. 3.3.2.

Stability and plasticity dilemma is mediated by tempera-
ture coefficient. Fig. 4 (right) reveals the interplay between
temperatures and model performance. Restrictive tempera-
tures, which add greater penalties on negative pairs, reduce
forgetting at the cost of damaging accuracy. Higher tem-
peratures, in opposite, improve the overall performance but
escalating forgetting. We empirically found 7 = 0.6 makes
a good trade-off between stability and plasticity and use it
by default.

MLP is non-negligible. We show in Table 4 that non-
linearity introduced by the MLP is crucial to the success
training of prompts, irrespective of the underlying loss mech-
anism. Replacing the MLP neck by a single linear layer
consistently leads to suboptimal outcomes.

Method Split CIFAR-100

Avg. Acc (1) Forgetting ()
CE (w/ linear neck) 85.48+0.49 8.42+0.64
SupCon (w/ linear neck) 87.94+0.10 3.99+0.10
CPL (w/ linear neck) 87.20+0.12 4.08+0.08
CE[15] 90.4240.04 4.45+0.17
SupCon [21] 90.63+0.27 3.35+0.29
CPL (ours) 91.12+0.12 3.33+0.8

Table 4. CPL vs. alternative loss functions.

Dissection of prompt architecture. The architecture, com-
prising prompt length and depth, plays a pivotal role in dic-
tating the efficacy of the task-specific prompt. As shown in
Fig. 4 (middle right), deep prompts consistently outperforms
their shallow counterparts, manifesting the importance of
steering features at different levels of abstraction. Intrigu-
ingly, a configuration with L,, = 1 when paired with deep
prompts emerges as adequate for achieving commendable
outcomes on split CIFAR-100, and excessive longer prompts
can cause over-fitting.

Centroid number vs. query radius. The interplay between
centroid number C' and query radius 7 can impact the overall
performance. To identify an appropriate configuration, we
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Figure 4. Left: Centroid number vs. query neighbors. Middle left: Our average number of retrieved prompts on different datasets. Middle
right: Ablation studies on prompt length and deep prompt. Right: Results of CPL and its variants under different temperature coefficients.

Split CIFAR-100

Method Extra Mem. (MB /task) ()  Avg. Acc (1)
DER++ [4] 71.780 83941034
L2P [54] 0.194 83.86£0.28
DualPrompt [53] 0.190 86.51+033
CPP (ours) 0.035 91.12+0.12

Table 5. Comparison on additional memory usage per task.

conduct a simple grid search on split CIFAR-100 and found
the setting C' = 5 with » = 3 works fairly well across
benchmarks. As Fig. 4 (left) illustrates, the proposed multi-
centroid strategy can better characterize the distribution of a
given class distribution and thus effectively reduce the query
radius and improve the performance.

Visual effect of the task-specific prompts. We visual-
ize data instances alongside their corresponding prototypes
from CIFAR-100, both in the presence and absence of task-
specific prompts, in Fig. 5. Prior to the infusion of task-
specific prompts, intra-class instances tend to cluster in the
latent space, Nonetheless, inter-class samples exhibit in-
tertwined behavior. By introducing task-specific prompts,
intra-class instances coalesce tightly, while disparate class
clusters diverge markedly. We refer to supplementary for
more visualization results and analysis.

4.5. Analysis of Efficiency

Here, we delve into the efficiency of CPP, examining
memory consumption and computational demands. Compre-
hensive discussions are provided in the supplementary.
Memory footprint. For an in-depth understanding of mem-
ory efficiency, we contrast CPP against contemporaneous
methods in the context of incremental memory consumption
per task. This metric underscores the growth in memory
requirement with each additional task. Referencing Table 5,
CPP clearly distinguishes itself, registering a significantly
minimized memory increment. This trait augments the scal-
ability of CPP to handle long task sequences.
Computational efficiency. Thanks to the design of task-
specific prompt and prototypes, the computational burden
during training is modest: only tiny portion of parameters are
updated through back-propagation and no explicit exemplars
need to be forwarded. At inference, CPP may induce multi-
ple forward propagations. This warrants an exploration of its
computational feasibility. As observed in Fig. 4 (middle left),

e

Figure 5. t-SNE plots for data samples without (left) and with
(right) task-specific prompts on CIFAR-100.

large inter-task divergences typically lead to fewer retrieved
prompts (e.g., only one for 5-datasets), and thus have the
similar inference cost as a linear classifier. As the intra-class
divergence increases or inter-class divergence reduces, the
retrieved prompt count amplifies. Yet, even on the challeng-
ing ImageNet-R dataset, CPP needs, on average, merely an
additional 0.73 forward passes, which is affordable under
most scenarios.

5. Conclusion

We introduced an innovative, rehearsal-free framework
for continual learning, capitalizing on task-specific prompts
optimized through a tailored contrastive prototypical loss.
This approach adeptly circumvents semantic drift and cur-
tails prototype interference. The multi-centroid prototype
strategy augments the expressiveness of prototypes. In eval-
uations, CPP outperforms established methodologies by a
large margin, with an in-depth assessment underscoring the
salience of each component. We posit that CPP provides
valuable insights into constructing scalable continual learn-
ing systems, informed by the recent advances in architec-
tural design and representation learning. Future avenues
include enhancing inference efficiency and broadening CPP
to encompass complex scenarios such as blurred task bound-
aries, few-shot, and open-vocabulary configurations. An-
other promising direction involves devising automatic em-
bedding function selection strategy so as to accommodate
diverse downstream contexts.
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